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Abstract

In this thesis we construct 3-parameter families G(p, q, r) of embedded arcs with fixed bound-

ary in a 4-manifold. We then analyze these elements of π3Emb∂(I,M) using embedding cal-

culus by studying the induced map from the embedding space to “Taylor approximations”

TkEmb∂(I,M). We develop a diagrammatic framework inspired by cubical ω-groupoids to

depict G(p, q, r) and related homotopies. We use this framework extensively in Chapter

4 to show explicitly that G(p, q, r) is trivial in π3T3Emb∂(I,M) (however, we conjecture

that it is non-trivial in π3T4Emb∂(I,M)). In Chapter 5 we use the Bousfield-Kan spectral

sequence for homotopy groups of cosimplicial spaces to show that the rational homotopy

group πQ
3 Emb∂(I, S

1 × B3) is Q. This thesis extends work by Budney and Gabai in [BG21]

which proves analogous results for π2Emb∂(I,M).
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Chapter 1

Introduction

M will denote a smooth, connected, compact 4-manifold with boundary with two specified

points ∗0, ∗1 ∈ ∂M . We specify an outgoing (from ∂M) unit vector v0 at ∗0 and an incoming

unit vector v1 at ∗1. I will denote the unit interval [0, 1].

In this thesis, we study the embedding space Emb∂(I,M) defined below.

Definition 1.0.1. Emb∂(I,M) is the space of C1 embeddings of I into M with constant

speed such that 0 7→ ∗0 and 1 7→ ∗1, and unit tangent vectors at those points are v0, v1

respectively.

Definition 1.0.2. γ is a chosen interval in M which has endpoints ∗0, ∗1 which will serve

as the base point in Emb∂(I,M).

In [BG21], Budney and Gabai construct non trivial elements of πk(Emb∂(I,M)) based

at γ for k = 1, 2 and M = S1 × B3. This thesis builds on their work and in Chapter 3 we

construct 3-parameter families of embeddings G(p, q, r) : I3 → Emb∂(I,M) that map to the

base loop γ on the boundary.

Work of Goodwillie, Klein, Weiss in [GKW20] describe highly connected approximations

— TkEmb∂(I,M) for the embedding space we are studying — and show that π3Emb∂(I,M) is

isomorphic to π3T4Emb∂(I,M) and surjective onto π3T3Emb∂(I,M). Sinha in [Sin09] proves
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that that TnEmb∂(I,M) is homotopy equivalent to the space of strata preserving, aligned

maps between compactified n-point configuration spaces of I and M . We write this as

TnEmb∂(I,M) ≃Mapsp(C ′
n⟨I⟩, C ′

n⟨M⟩)

From work in [BG21], the element in π3T3Emb∂(I,M) induced by G(p, q, r) is torsion. In

Chapter 4 we show (with an explicit homotopy) that this element is trivial in π3T3Emb∂(I,M)

using the mapping space model for TkEmb∂(I,M) that Sinha defines.

Theorem 1.0.3. The map T3G(p, q, r) : I3 → Mapsp(C3⟨I⟩, C3⟨M⟩) is homotopic to the

map induced by the constant map idγ : I
3 → Emb∂(I,M).

We conjecture that these elements are non-trivial in π3T4Emb∂(I,M).

Compared to the constructions in [BG21], the maps we define have up to two additional

parameters with a maximum of 7, making purely geometric definitions generally infeasible.

To alleviate some of this dimensional burden, we develop notation and diagrams for concate-

nations and other operations on maps into a space from arbitrarily-high dimensional cubes.

Inspired by the theory of cubical ω-groupoids,1 these operations allow us to construct maps

from higher dimensional cubes in an algebraic manner from geometrically defined building

blocks, and our diagrams permit us to represent concatenations of high dimensional cubes

in up to 4 directions at once using only 2-dimensional pictures. It is our hope that the use

of this formalism makes our constructions more easily replicable for the reader, and that the

new operations we define are of independent interest.

One strategy to show an element like G(p, q, r) is non trivial is to look at the image of

the induced map between configuration spaces into π7C4⟨M⟩. To be precise, we look at the

map

G(p, q, r)∗ : Mapsp(I3 × C4⟨I⟩, C4⟨M⟩)→ π7C4⟨M⟩/R

The superscript sp denotes strata preserving. The relations R are necessary to define a well

1See for instance [BH81].
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defined map to π7C4⟨M⟩ when quotienting out the boundary of I3 × C4⟨I⟩ ∼= I7.

In Chapter 5 we compute this group π7(C4⟨S1 × B3⟩)/R to be Q rationally where R

is subgroup generated by the relations obtained from 5 inclusions of π7(C3⟨S1 × B3⟩) into

π7(C4⟨S1 ×B3⟩) induced by the 5 face inclusions C3⟨S1 ×B3⟩ ↪→ C4⟨S1 ×B3⟩.

Theorem 1.0.4. π7C4⟨S1 ×B3⟩/R ∼= Q rationally and is generated by [w12, [w13, w14]]

This group being non trivial would allow us to potentially show that G(p, q, r) is non

trivial. Chapter 6 we give some strategies to create invariants to prove the conjecture that

G(0, 0, 0) is the generator of π3Emb∂(I, S
1 ×B3).

In [Sin09], Sinha shows that Emb∂(I,M) is homotopy equivalent to the totalization of a

certain cosimplical space involving Ci⟨M⟩. They use this to define a Bousefield-Kan spec-

tral sequence that converges to the homotopy groups of Emb∂(I,M). A related spectral

sequence for homology of Emb∂(I,M) has been shown to converge on the E2 page when

M = B4 in [LTV10]. In [SS02], they use the above mentioned spectral sequence to compute

π3Emb∂(I, B
4). We compute π3Emb∂(I, S

1 × B3) in Section 5.4 and show that that the

map π3Emb∂(I, B
4)→ π3Emb∂(I, S

1×B3) is an isomorphism rationally giving the following

theorem in Section 5.4.

Theorem 1.0.5. For rational homotopy groups,

π3Emb∂(I, S
1 ×B3) ∼= π3Emb∂(I, B

4) ∼= Q.
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Chapter 2

Background

I will denote the unit interval [0, 1]. γ denotes the chosen base interval in Emb∂(I,M). When

M = B4 and M = S1 ×B3, γ will be along the x− axis of B4 and a B3 slice respectively.

Let γ1 ∈ Emb∂(I,M). As described in [BG21] the domain support of γ1 is the closure of

the subset of the embedded I on which γ1 does not agree with γ. The support range of γ1 is

the image of the domain support of γ1. We say that two embeddings γ1 and γ2 have disjoint

supports if they have disjoint domain supports and disjoint range supports.

Definition 2.0.1. Let γ1, γ2 ∈ Emb∂(I,M) have disjoint supports. We use γ1 || γ2 to be the

embedding agreeing with γ1 and γ2 on their respective supports and the base loop everywhere

else. This operation extends to maps X → Emb∂(I,M).

2.1 Loops in embedding spaces

We depict loops in embedding space (which we call lassos) via chord diagrams where all

chords have the same color. Chords are labeled with an uppercase letter (like A) and

decorated with an element of π1M (p in left figure in Figure 2.1a). p is the homotopy class

described by the loop based at the base of the chord A, travels along A until a specific point

on I (decorated either by + or −) and then returns along I until the base of the chord. (If
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n colors of chords are in a chord diagram it will be used to depict a map In → Emb∂(I,M)

like in Section 3.1.)

Definition 2.1.1. We denote a lasso given by a chord A by LA : I → Emb∂(I,M).

We define a lasso around a loop p ∈ π1(M) (as described in Figure 14 from [BG21] and

Figure 2.1a) by concatenating the following stages.

1. The arc traverses upwards along a band in a neighborhood of the chord A.

2. The lasso sphere normal to the lasso point (the end of the chord A) can be split into two

hemispherical disks. The first disk is traversed in the past and the second is traversed

in the future.

3. These two disks intersect in a boundary circles that lies in the present and is the unit

normal bundle in the present of the arc containing the lasso point at that point .

4. We call the disk normal bundle at the same point in the present the ”lasso disk”. Hence

the past and future hemispherical disks project to the lasso disk in the present.

5. The lasso arc traverses the ”past disk” and then the ”future disk” and at this stage is

at the end of the band closest to the lasso point.

6. The arc then returns to the base along the band.

LA is shown in Figure 2.1a. In Figure 2.1b, any arcs in green are in the present. In this

figure, the arc starts at the top of the ‘past’ lasso disc/hemsiphere (shown in red), and as

the arc traverses the past disk it gradually changes from red to green. The arc returns along

the ‘future’ disk/hemisphere (this is shown as the sequence of arc changing from green to

purple).

Definition 2.1.2. A positive lasso has the right boundary of the band pass “over” the arc.

Remark 2.1.3. The positive lasso is defined identically to [BG21], and thus by Lemma 4.4 of

[BG21] a “negative lasso” (an inverse in π1Emb∂(I,M) to the corresponding positive lasso)

has the right boundary of the band go under the arc (see Figure 2.1c)
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p A

+

band

lasso disk

p A

-

band

lasso disk

(a) Positive Lasso LA

p A

+

band

lasso disk

p A

-

band

lasso disk

(b) Arc traversing ‘past’ disk (left) and ‘future’ disk (right)

p A

+

band

lasso disk

p A

-

band

lasso disk

(c) Negative Lasso LA

Figure 2.1: Lasso LA

Definition 2.1.4. Let A1, · · ·An denote non intersecting chords, we write LA1···An to mean

the loop of embeddings LA1 || LA2 · · · || LAn .

The chord diagram for LA1B1 is shown in Figure 2.2 on the left.

Definition 2.1.5. If A1 and B1 are parallel chords of opposite sign (see Figure 2.2), LA1B1 is

null homotopic in Emb∂(I,M) via the undo null homotopy UA1B1 : I
2 → Emb∂(I,M) defined

by the following stages (as described in [BG21, Figure 63] and shown in Figure 2.3).

1. Zip up the band to one whose base joins the leftmost point of the left band’s base and

the rightmost point of the right band’s base (Figure 2.3a). At this stage, the loop in
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p

p

A1

B1

+

bands

zipped band zipped band

zipped lasso disk

zipped lasso disk

Interval I pierces 
lasso disk twice

Pull I under the lasso disk 

zipped lasso disk

Pull back zipped band and lasso

-

Figure 2.2: Undo Homotopy: Chord diagram

p

p

A1

B1

+

bands

zipped band zipped band

zipped lasso disk

zipped lasso disk

Interval I pierces 
lasso disk twice

Pull I under the lasso disk 

zipped lasso disk

Pull back zipped band and lasso

-

(a) Undo Homotopy: Zipping bands and lassos

p

p

A1

B1

+

bands

zipped band zipped band

zipped lasso disk

zipped lasso disk

Interval I pierces 
lasso disk twice

Pull I under the lasso disk 

zipped lasso disk

Pull back zipped band and lasso

-

(b) Undo Homotopy: Pulling interval out of the lasso disk

p

p

A1

B1

+

bands

zipped band zipped band

zipped lasso disk

zipped lasso disk

Interval I pierces 
lasso disk twice

Pull I under the lasso disk 

zipped lasso disk

Pull back zipped band and lasso

-

(c) Undo Homotopy: Retracting the zipped chords and zipped lasso disks

Figure 2.3: Stages of the undo homotopy
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Emb∂(I,M) has the arc travel up the zipped band, and then two portions of that arc

travel down the past disk and then travel back to the zipped band along the future

disk before returning back along the zipped band.

2. Zip the lasso disk to one that contains both lasso disks (Figure 2.3a). This can be done

because the positive and negative lasso disks can be zipped together without passing

through the lasso’d portion of I. In this stage, one can see the arc being lasso’d around

starts behind the zipped lasso disk, pokes out of the lasso disk and pokes it again to

leave. (left of Figure 2.3b)

3. Pull out the arc from the lasso disk. This can be done because the lasso sphere exists

in either the past or the future except for the boundary of the lasso disk, which exists

in the present. (right of Figure 2.3b)

4. Now that the lasso disk doesn’t intersect I, we can retract the zipped lasso disks and

band back to the base of the chords. (Figure 2.3c)

Definition 2.1.6. The backtrack null homotopy BA1···An of LA1···An in Imm∂(I,M) is given

by gradually retracting the lasso bands and disks back to the base of the lasso. If we are

doing the backtrack homotopy on all the chords (or if it is clear from context which chords

get the backtrack homotopy) we may simply denote it as B.

Definition 2.1.7. Given the map LABCD : I → Emb∂(I,M) for positive (or negative) chords

A,C and negative (or positive respectively) chords B,D nested in the order A,B,C,D from

innermost to outermost as shown in Figure 2.4, the full null homotopy FABCD of LABCD

is given by UBC followed by UAD. When the chord labels are clear from context, we may

simply denote this by F .

Remark 2.1.8. In Section 2.7 we define notation that makes the full null homotopy F =

(UBC || id2LAD) ⋆2 UAD.
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4
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2 3

4

++ - -

D

D

Figure 2.4: Chords for full null homotopy

2.2 Homotopy limits and stratified spaces

The limit of a diagram in the category of sets or spaces can be defined as the set whose

elements consist of a point in each space of the diagram which is equal to the image of

each other such point under the maps in the diagram. The homotopy limit of a diagram of

spaces relaxes the requirement of equality to merely paths with coherence homotopies, so

that for a sequence of spaces A0 → · · ·Ak in the diagram with respective elements a0, ..., ak,

the data of an element of the homotopy limit includes a k-simplex in Ak between the k + 1

images of those points in Ak. Among many equivalent definitions of homotopy limits, the

following succinctly packages the data described above of an element of the homotopy limit

of a diagram.

Definition 2.2.1 ([Sin09, Definition 1.2]). The homotopy limit of a diagram F : C → Top is

the space of natural transformations |C/− | → F , where for an object c in C the space |C/c|

is the geometric realization of the nerve of the category of morphisms into c and commuting

triangles between them.

We will sometimes say “a homotopy limit” for any space with a cone over F which is

weakly equivalent to “the” homotopy limit of F as defined above (just as a limit of a diagram

is defined only up to isomorphism, a homotopy limit is defined only up to weak equivalence).

A motivating property of homotopy limits is that they preserve weak equivalences, in the

sense that the homotopy limits of two naturally weakly equivalent diagrams of spaces will

themselves be weakly equivalent.
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When the category C is a poset with a terminal object e and the diagram F consists

only of inclusion maps, as is the case in our diagram, its homotopy limit admits a simplified

description. The images of those inclusions can be considered as “strata,” or subspaces

of F (e) which are nested according to the morphisms in C. There are several competing

definitions of stratified spaces in the literature, but we define them here in the simplest

possible way for how they are used in the relevant homotopy limits.

Definition 2.2.2. For a poset P , a P -stratification of a space X is a functor from P to

subsets of X, and a P -stratified map between such P -stratified spaces is a map f : X → Y

such that for each p ∈ P and x in the subset (“stratum”) Xp corresponding to p, f(x) ∈ Yp.

In particular, for each object c of C, the stratum F (e)c is the image of F (c) in F (e). In

this setting, an element of the homotopy limit of F can be reduced to the data coming from

the space F (e), which is described using the stratification structure. This data is based on

the C-stratified space |C|, the geometric realization of the nerve of C, with strata given by

the images of the inclusions |C/c| → |C/e| ∼= |C|.

Proposition 2.2.3 ([Sin09, Proposition 1.3]). The homotopy limit of a diagram F : C →

Top, where C is a poset with a terminal object e and the maps in F are all suitably nice

inclusions, is given by the space of stratified maps from |C| → F (e).

2.3 Configuration spaces

Definition 2.3.1. We denote the set {1, 2, · · · k} as [k]

Definition 2.3.2. The k point configuration space of a manifold M is denoted by Ck(M)

and is defined as

Ck(M) :=
{
(p1, p2, · · · pk) ∈Mk

∣∣ pi ̸= pj when i ̸= j
}
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We will need a variant of configuration spaces with some extra data - unit tangent vectors

associated to each point - that we define below.

Definition 2.3.3.

C ′
k(M) :=

{
((pi, vi))i∈[k] ∈ (STM)k

∣∣∣ pi ̸= pj when i ̸= j
}

We define a compactification of Ck(M) as in [Sin09, Definition 4.1]

Definition 2.3.4. Suppose f : M → Rn is an embedding of M into Euclidean space, and

S ⊆ [k] we define the following.

1. Maps πi,j : Ck(M)→ Sn−1 given by
f(pi)−f(pj)

∥f(pi)−f(pj)∥ .

2. C2(k) := {(i, j) | 1 ≤ i < j ≤ k}

3. C2(S) := {(i, j) | i < j, i, j ∈ S}

4. Ak⟨M⟩ := Mk ×
(
S(n−1)

)C2(k)

Definition 2.3.5. The compactified k point configuration space of M is denoted by Ck⟨M⟩

and is the closure of Ck(M) in Ak⟨M⟩ via the map
(
ι, (πi,j)(i,j)∈C2(k)

)
.

We can similarly define C ′
k⟨M⟩ as the closure in (STM)k ×

(
S(n−1)

)C2(k)
.

Points in Ck⟨M⟩ consist of tuples (p1, · · · , pk) with pairwise disjoint points along with

boundary points where we could have pi = pj, in which case we add the data of a unit

tangent vector vij in M for every pair of colliding points pi, pj that specifies the direction

that those two points collide in.

These ‘colliding’ faces along with Ck⟨M⟩ make Ck⟨M⟩ a stratified space. We can describe

strata CS
k ⟨M⟩ for each subset S ∈ [k].

CS
k ⟨M⟩ :=

{(
(pi)i∈[k], (vij)(i,j)∈C2(S)

) ∣∣ pi = pj when i, j ∈ S
}
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When S = ϕ, CS
k ⟨M⟩ = Ck⟨M⟩. We define C ′ S

k ⟨M⟩ analogously. When S1 ⊆ S2, we

have C ′ S2
k ⟨M⟩ ↪→ C ′ S1

k ⟨M⟩. This allows us to define maps ∂i : C ′
k−1⟨M⟩ → C ′

k⟨M⟩ for

1 ≤ i ≤ k − 1 which shifts up by 1 the indices of all points pj for j > i, sets pi+1 = pi and

sets vi i+1 = vi+1 = vi.

We will use a more specialized subspace called the aligned stratum.

Calign
k ⟨M⟩ ⊂ C ′

k⟨M⟩ such that vij = vi = vj when pi = pj

We see that the connected component where 0 = p0 ≤ p1 ≤ · · · pk ≤ pk+1 = 1 of Calign
∂,k ⟨I⟩

is homeomorphic as a stratified space to the standard k-simplex ∆k.

We also describe here some special elements of πdimM−1Ck⟨M⟩. We will define them here

for dim(M) = 4, but they generalize accordingly.

Definition 2.3.6. The element wij ∈ π3Ck⟨M⟩ is the point pi traversing the sphere normal

bundle of pj in M.

Definition 2.3.7. Suppose α ∈ π1(M), we define tαi · wij ∈ π3Ck⟨M⟩ as point i traversing

the loop α before traversing the sphere normal bundle of pj in M

Remark 2.3.8. When M = S1 ×B3, π1(M) ∼= Z, so for p ∈ Z, we will write tpi · wij to mean

the element obtained by point i circling the S1 direction p times before traversing the sphere

normal bundle of p2 in M .

To suit the spaces that we will use to approximate Emb∂(I,M) in Section 2.4, we define

a variant of configuration spaces where the first and last point are fixed on ∂M

Definition 2.3.9. For k ≥ 0, we define

C∂,k(M) :=
{
(p0, p1 · · · pk+1) ∈Mk+2

∣∣ p0 = ∗0, pk+1 = ∗1, pi ̸= pj when i ̸= j
}

We can anaogously define C ′
∂,k⟨M⟩ and Calign

∂,k ⟨M⟩.
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2.4 Embedding calculus

Functors such as Emb∂(−,M) to spaces from the opposite category of open subsets of I

containing the endpoints, which have relatively few convenient properties beyond preserving

weak equivalences, are often studied using a sequence of increasingly accurate approximations

in analogy with the Taylor approximation of a smooth function. These approximations come

equipped with connectivity results that show the homotopy groups of embedding spaces such

as Emb∂(I,M) in sufficiently low dimensions to agree with those of its approximations. We

give here the basic definitions of this “embedding calculus” and describe how it is used to

simplify the study of πnEmb∂(I,M).

Definition 2.4.1. For □k the poset (0 < 1)k and Pk the “punctured n-cube category” given

by the poset □k \ (1, ..., 1), a diagram D : □k → C is cocartesian if D(1, ..., 1) is a colimit of

the restricted diagram Pk → □k → C.

A diagram D : □op
k → Top is homotopy cartesian if D(1, ..., 1) is a homotopy limit of the

restricted diagram P op
k → □op

k → Top.

A functor F : Cop → Top to spaces is k-polynomial if for every cocartesian diagram

D : □k+1 → C, the composite diagram □op
k+1

D−→ Cop F−→ Top is homotopy cartesian.

Goodwillie, Klein, and Weiss showed in [GKW20] that for any functor F : Cop → Top

which preserves weak equivalences, where C is a poset of open subsets of some space, there

is a k-polynomial functor TkF : Cop → Top with a natural transformation F → TkF . There

are also natural fibrations TkF → Tk−1F commuting under F .

We are particularly interested in the functor Emb∂(−,M) for M a manifold and C the

poset of open subsets of I containing the endpoints. In this case, the maps Emb∂(X,M)→

TkEmb∂(X,M) are (k− 1)(dimM − 3)-connected, and Emb∂(X,M) is the homotopy limit of

the sequence

· · · → T1Emb∂(X,M)→ T0Emb∂(X,M)

We use the same model for TkEmb∂(I,M) as used in [Sin09]. When I = I ′0 ∪ I1 ∪ I ′1 ∪
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I2 · · · I ′k+1, a concatenation of intervals, TkEmb∂(I,M) is given by the homotopy limit of the

punctured cubical diagram that sends a subset S ⊂ {1, · · · k+1} to Emb∂ (I \ (∪i∈SIi) ,M).

We work out the example for T2. Let I = I ′0 ∪ I1 ∪ I ′1 ∪ I2 ∪ I ′2 ∪ I3 ∪ I ′3. As the functor

T2Emb∂(−,M) is 2-polynomial, the space T2Emb∂(I,M) will be the homotopy limit of the

diagram P op
3 → Top pictured below.

Emb∂(I \ I2,M)

Emb∂(I \ (I1 ∪ I2),M) Emb∂(I \ (I2 ∪ I3),M)

Emb∂(I \ (I1 ∪ I2 ∪ I3),M)

Emb∂(I \ I1,M) Emb∂(I \ (I1 ∪ I3),M) Emb∂(I \ I3,M)

We know that that Emb(I,M) ≃ STM (note here that we don’t require fixed endpoints).

Suppose I = I ′0∪ I1∪ I ′1 · · · I ′k+1. A similar argument shows that Emb(I1∪ I2∪ · · ·∪ Ik,M) ≃

C ′
k(M). This, along with the homotopy invariance and condition that endpoints of embed-

dings in Emb∂(U,M) are fixed, shows that

Emb∂
(
I \

(
∪i∈[k+1]Ii

)
,M

)
≃ Emb∂

(
I ′0 ∪ I ′1 ∪ · · · ∪ I ′k+1,M

)
≃ C ′

∂,k(M) ≃ C ′
∂,k⟨M⟩.

This allows us to replace our punctured cubical diagram above with the following while
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preserving the homotopy type of its homotopy limit.

C ′
∂,0⟨M⟩

C ′
∂,1⟨M⟩ C ′

∂,1⟨M⟩

C ′
∂,2⟨M⟩

C ′
∂,0⟨M⟩ C ′

∂,1⟨M⟩ C ′
∂,0⟨M⟩

In this diagram of suitably nice inclusions, the space C ′
∂,2⟨M⟩ has strata given by the

images of the three copies of C ′
∂,1⟨M⟩ and their pairwise intersections which are the images

of C ′
∂,0⟨M⟩.

The stratified space |P op
3 | is precisely the 2-simplex ∆2, based on the shape of the diagram

above, and its strata are given by the edges and vertices of ∆2. This agrees with the aligned

component of C ′
∂,2⟨I⟩.

The homotopy limit of this diagram then (Proposition 2.2.3) is the space of strata pre-

serving maps from the 2-simplex to C ′
∂,2⟨M⟩. In particular, this means that the three edges

are sent to the strata arising from C ′
∂,1⟨M⟩ and the vertices are sent to the strata arising

from C ′
∂,0⟨M⟩.

In a similar manner, TkEmb∂(I,M) can be shown to be the space of strata preserving

maps from the k-simplex to C ′
∂,k⟨M⟩. This leads to a theorem nearly identical to [Sin09,

Theorem 5.4].

Theorem 2.4.2. Let Mapsp(C ′
∂,k⟨I⟩, C ′

∂,k⟨M⟩) denote the space of strata preserving maps

that send the aligned stratum of C ′
∂,k⟨I⟩ to the aligned stratum of C ′

∂,k⟨M⟩, then

TkEmb∂(I,M) ≃Mapsp(C ′
∂,k⟨I⟩, C ′

∂,k⟨M⟩)
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and by the connectivity result this space agrees with Emb∂(I,M) on πi for i = 0, ..., (k −

1)(dimM − 3).

So for M a 4-manifold where we are interested in π3Emb∂(I,M), it suffices to consider

T4Emb∂(I,M) which is the space of strata-preserving aligned maps C ′
4⟨I⟩ → C ′

4⟨M⟩ which

the above theorem shows will agree on π3. We will often drop the ′ in C ′
k⟨M⟩ and restrict

our attention to strata preserving maps from Ck⟨I⟩ to Ck⟨M⟩.

Definition 2.4.3. Given a map F : X → Emb∂(I,M), we define TkF : X ×Ck⟨I⟩ → Ck⟨M⟩

to be the induced map on compactified configuration spaces.

Sometimes we will use the same notation TkF when studying the induced map X →

Map(Ck⟨I⟩, Ck⟨M⟩).

2.5 Cosimplicial model for Emb∂(I,M)

In Section 2.4, we discussed how Emb∂(I,M) is the homotopy limit of the tower of fibrations

T0Emb∂(I,M) ← T1Emb∂(I,M) ← · · · where each level is given by a homotopy limit of a

punctured cubical diagram of configuration spaces. Sinha [Sin09, Theorem 7.1] shows that

this is equivalent to Emb∂(I,M) being the totalization of the cosimplicial space that sends

[n]→ C ′
∂,n⟨M⟩. The ith codegeneracy map si : C

′
∂,n⟨M⟩ → C ′

∂,n−1⟨M⟩ is the map that ‘drops’

the ith point for 1 ≤ i ≤ n. The ith coface map, ∂i : C ′
∂,n⟨M⟩ → C ′

∂,n+1⟨M⟩ ‘doubles’ the ith

point when 0 ≤ i ≤ n + 1. (Note that when i = 0 or i = n + 1, the doubled point pi is one

of the fixed endpoints from ∂M .)

Sinha then shows that this gives rise to a second quadrant (Bousfield-Kan) spectral

sequence such that

E−p,q
1 =

⋂
i

ker si ⊆ πq(C
′
∂,p⟨M⟩) ∼= πqC

′
p(M)
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for p, q ≥ 0, where the d1 : E
−p,q
1 → E−p−1,q

1 differential is the restriction of the map

∑
i

(−1)i∂i : πq(C
′
p⟨M⟩)→ πq(C

′
p+1⟨M⟩).

In general, the dr differential goes from E−p,q
r to E−p−r,q+r−1

r .

In Section 5.4 we compute some d1 differentials when M = S1 ×B3.

2.6 Whitehead products

Definition 2.6.1. Given maps f : (Dn, ∂Dn) → (X, x0) and g : (Dm, ∂Dm) → (X, x0) we

can define its Whitehead product as a map

[f, g] : (Dn+m−1, ∂Dn+m−1)→ (X, x0)

as follows.

• Inside Dn+m−1, we can find a generalized Hopf link of Sm−1 and Sn−1. The disk normal

bundles of these Sm−1 and Sn−1 are Na : S
m−1 ×Dn and Nb : S

n−1 ×Dm respectively.

• [f, g] maps Dn+m−1 \ (Na ∪Nb) to the base point x0.

• [f, g] maps points (pa, qa) ∈ Sm−1 × Dn = Na to f(qa) and maps points (pb, qb) ∈

Sn−1 ×Dm = Nb to g(qb).

This induces a well defined map on the product of homotopy classes

[·, ·] : πn(X, x0)× πm(X, x0)→ πn+m−1(X, x0)

The Whitehead product is bilinear, graded symmetric ([f, g] = (−1)kl[g, f ]) and satisfies

a Jacobi relation:
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(−1)km[[f, g], h] + (−1)lm[[g, h], f ] + (−1)mk[[h, f ], g] = 0

where f ∈ πkX, g ∈ πlX, h ∈ πmX and k, l,m ≥ 2.

Milnor and Moore [MM65] first described the rational homotopy groups Q ⊗ π∗Ck(B
n)

as generated by the classes wij defined in Section 2.3 subject to the following relations:

• wii = 0

• wij = (−1)nwji

• [wij, wkl] = 0 if {i, j} ∩ {k, l} = ϕ

• [wij, wjk] = [wjk, wki] = [wki, wij]

Budney and Gabai extend this approach to describe rational homotopy groups of S1×Bn

which are generated by tpi · wij subject to some additional relations that we describe in

Section 5.1.

2.7 Algebraic constructions of cubical maps

The constructions and results of Chapters 3 and 4 involve increasingly complicated maps

from cubes In into various spaces associated to embeddings. To more easily describe these

maps and how they are build up in piecewise fashion, we use operations for concatenated,

constant, folded, rotated, and reversed maps from cubes inspired by the theory of cubical

ω-groupoids (see [BH81]), as suggested by Brandon Shapiro. While we define from scratch

all of these operations, the idea is that a space X has an associated algebraic structure

consisting of all maps In → X regarded as “n-dimensional cubical cells” which are equipped

with operations including composition (concatenation), units (constant maps, folds), and

inverses (reverse maps) in all n directions, and that this “cubical ω-category” contains all of

the homotopical information of X.
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Definition 2.7.1. Given f : In → X, we define faceεi : I
n−1 → X for ε = 0, 1 and i = 1, . . . n

as the map

In−1 ∼= I i−1 × In−i ε−→ I i−1 × I × In−i ∼= In
f−→ X

This denotes the restriction of f to the front face in the ith direction when ε = 0 (and back

face when ε = 1).

If h : In → X with face0ih = f and face1ih = g, we will sometimes write f
h

i
g. If

furthermore face0jh = k and face1jh = ℓ, we will often depict h as below. This style of

picture will also occasionally be used with three dimensions displayed.

· ·

· ·

g

k

f

h ℓ

•

j

i

Definition 2.7.2. Given f : In → X, we define the map idi : I
n+1 → X as a projection

along the ith coordinate followed by f . So,

idi : I
n+1 ∼= I i−1 × I × In+1−i → I i−1 × In+1−i ∼= In

f−→ X

idif will be depicted as f
i
f , and for f

h

i
g, idjh will be depicted as below left for

any j > i and as below right for any j < i.

f g

f g

h

idjf

h

idjh idjg

•

j

i

f g

f g

h

idjf

h

idjh idjg

•

j

i+1

We will often consider maps which are constant in not just one but multiple directions.

Definition 2.7.3. Given f : In → X and 0 < i1 < · · · < ik < n+k, we write idi1,...,ik for the

map idik · · · idi1f : I
n+k → X which is constant in the i1, ..., ik directions. For f : In → X,

27



when k is clear from context we write idf : In+k → X to denote idn+1,...,n+kf (which is

constant in all directions above n).

Definition 2.7.4. Given f : In → X, we define the map revi : I
n → X as the map that

reverses f along the ith coordinate. So revi is the map

In ∼= I i−1 × I × In−i a 7→ 1−a−−−−−→ I i−1 × I × In−i ∼= In
f−→ X

For f
h

i
g, revih has the form g

revih

i
f , and for h as below left, revih has the form

below right

c d

a b

g

k

f

h ℓ

•

j

i

d c

b a

revig

ℓ

revif

revih k

•

j

i

Definition 2.7.5. Given f : In → X, we define the map fold0,0
i,j : I

n+1 → X as the map

In+1 ∼= I i−1 × I × Ij−i−1 × I × In+1−j (a,b) 7→ 1−(1−a)(1−b)−−−−−−−−−−−−→ I i−1 × I × In−i ∼= In
f−→ X

Given f : In → X, we define the map fold1,1
i,j : I

n+1 → X as the map

In+1 ∼= I i−1 × I × Ij−i−1 × I × In+1−j (a,b) 7→ ab−−−−−→ I i−1 × I × In−i ∼= In
f−→ X

For f
h

i
g, fold0,0

i,j h has the form below left and fold1,1
i,j has the form below right.

g g

f g

h

h

fold0,0
i,j h

•

j

i

f g

f f

h

fold1,1
i,j h h

We will also frequently use the additional folded maps

fold1,0
i,j h := revjfold

1,1
i,j h and fold0,1

i,j h := revjfold
0,0
i,j h,
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which respectively have the forms below left and right.

f f

f g
h

fold1,0
i,j h revih

•

j

i

f g

g g

h

revih fold0,1
i,j h

Remark 2.7.6. We can see that fold1−ε
i,j f = revirevjfold

ε
i,jrevif , but we define fold0,0

i,j and

fold1,1
i,j separately for convenience.

Definition 2.7.7. Given f : In → X, we define the map roti,j : I
n → X for 1 ≤ i < j ≤ n

as the map that interchanges the ith and jth coordinates. So roti,j is the map

In ∼= I i−1 × I × Ij−i−1 × I × In−j (a,b) 7→ (b,a)−−−−−−−→ I i−1 × I × Ij−i−1 × I × In−j ∼= In
f−→ X

For h of the form below left, roti,jh has the form below right.

c d

a b

g

k

f

h ℓ

•

j

i

b d

a c

ℓ

f

k

roti,jh g

•

j

i

Definition 2.7.8. Given f, g : In → X such that face1i f = face0i g, we define the map

f ⋆i g : I
n → X as the concatenation of f and g in the ith direction along their shared face.

So f ⋆i g is the map

In ∼= I i−1 × I × In−i ∼= I i−1 × (I ∪∗ I)× In−i ∼= In ∪In−1 In
f∪g−−→ X

For f
k

i
g and g

ℓ

i
h, we have f

k⋆iℓ

i
h, and for k, ℓ as below left, k ⋆i ℓ has the form

below right.
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· · ·

· · ·

c d

f

a

k g

b

ℓ h

•

j

i

· ·

· ·

c⋆id

f

a⋆ib

k ⋆i ℓ h

•

j

i

Note that ⋆i is associative up to homotopy, and we may sometimes write

f1 ⋆i · · · ⋆i fk : In ∼= In ∪In−1 · · · ∪In−1 In
f1∪···∪fk−−−−−→ X

for the k-fold concatenation in the ith direction (without addressing associativity homo-

topies). Associativity also applies (strictly in fact) to concatenations in multiple directions

at once, so that we can at once compose grids as below where adjacent squares are presumed

to agree on their appropriate faces.

f g h

k ℓ m
•

j

i

(k ⋆i ℓ ⋆i m) ⋆j (f ⋆i g ⋆i h) = (k ⋆j f) ⋆i (ℓ ⋆j g) ⋆i (m ⋆j h)

We will often denote such a bidirectional concatenation simply by the grid of its factors

as above, rather than as a convoluted expression of nested ⋆i’s and ⋆j’s. This notation,

which we call concatenation diagrams, also conveniently allows us to depict bidirectional

concatenations of higher dimensional cubical maps without over-complicating the figures

with extraneous dimensions.

Remark 2.7.9. The operation ⋆i is also unital up to homotopy with respect to idi. This

means that for an f
h

i
g, where h : In → X, there are maps In+1 → X of the form

idif ⋆i h i
h

i
h ⋆i idig.
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These maps are called unitors, and generalize the standard homotopies witnessing unitality

of constant maps in homotopy groups.

Finally, we describe several particular combinations of the above operations that arises

repeatedly in our constructions. The first corresponds to “revolving” a map In−1 → X

around a suitable map In → X.

Definition 2.7.10. Given f : In → X of the form below

g g

g g

idig

idjg

idig

f idjg

•

j

i

and g
ℓ

k
h, we define the composite

f ℓ :=

revifoldi,jrotk,iℓ idirotk,jℓ fold0,0
i,j rotk,iℓ

reviidjrotk,iℓ f idjrotk,iℓ

revjrevifold
1,1
i,j rotk,iℓ revjidirotk,jℓ revjfoldi,jrotk,iℓ

•

j

i

which has boundary as below.

· ·

· ·

idih

idjh

idih

f ℓ idjh

•

j

i

More generally, we will often consider composites of grids with reflectional symmetry and

use similarly simplified notation to only specify their upper right corner.
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Definition 2.7.11. Given adjacent cubes of the form below,

· · ·

· · ·

· · ·

o

ℓ

h o

n

k

m

ℓ

f m

n

g
•

j

i

we define the composite

h k

f g :=

revik h k

revig f g

revjrevik revjh revjk •

j

i

We will occasionally need “twisting” homotopies from a map constant in one parameter

to a map constant in a different parameter.

Lemma 2.7.12. For any map h : In → X with f
h

i
g, there is a map

twistih : I
n+2 → X

with idi+1h
twistih

n+2
idih of the form

h idng

idnf revih

fold0,0
i,n+1h

fold1,1
i,n+1h

fold1,0
i,n+1h

twistih fold0,1
i,n+1h

•

i+1

i
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f g

g g

f g

f f

h

h

h

revih

h

h
•

n+2

i+1

i

Topologically, this map could be defined by regarding In+2 as a cylinder with the round

part in the i, i+1 directions and rotating as one progresses in the n+2 direction, but it can

also be described using the “algebraic” operations we have defined.

Proof. We first consider the concatenation of the pair

idi+1h
fold1,1

i+1,n+2fold
0,0
i,i+1h

n+2
fold0,0

i,i+1h
fold1,0

i,n+2fold
0,0
i,i+1h

n+2
idih,

where the two component maps have the form below left and below right respectively.

f g

g g

f g

f g

h

h

h
h

h

g g

g g

f g

f f

h

h

revih

h

h

•
n+2

i+1

i
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To get twistih then with the desired faces, we concatenate

(
fold1,1

i+1,n+2fold
0,0
i,i+1h

)
⋆n+2

(
fold1,0

i,n+2fold
0,0
i,i+1h

)
with unitors (Remark 2.7.9) on all four of the faces in the i- and (i+ 1)-directions.
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Chapter 3

Construction of G(p, q, r)

Typically we will work with lassos along the 1 direction and null-homotopies of lassos pointing

in the 2 direction (and transitions between those in the 3 direction), as shown below.

γ γ

γ γ
LABCD

U

γ γ

γ γ
LABCD

F

•

2

1

3.1 Defining G(p, q)

Given elements p, q ∈ π1(M), we depict the chord diagram of the map G(p, q) : I2 →

Emb∂(I,M) in Figure 3.1
1

2 idγ idγ

idγidγ

+
+
-
-

q
q

p

p

A2

B2

A1

B1

Figure 3.1: Chord diagram for G(p, q)
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1

2 idγ idγ

idγidγ

+
+
-
-

q
q

p

p

A2

B2

A1

B1

Figure 3.2: Geometric picture of G(p, q)

It is given by the concatenation shown below using the notation from Definition 2.7.11.

UA1B1 idγ

id2LA1B1 || id1LA2B2 rot1,2UA2B2

•

2

1

=

idγ UA1B1 idγ

rev1rot1,2UA2B2 id2LA1B1 || id1LA2B2 rot1,2UA2B2

idγ rev2UA1B1 idγ

This concatenation diagram can be visualized in Figure 3.2.

The blue lassos (LA1,B1) progress in the 1 direction while the orange lassos (LA2B2)

progress perpendicular to it in the 2 direction. This allows us to cap off the blue lassos

with end homotopies because the orange chords are stationary at the base loop at those

squares, and vice versa.

Note that G(p, q)|∂I2 is constant (γ), and in [BG21] G(p, q) was shown to be non-trivial in

π2Emb∂(I,M). This was shown by inducing a non-trivial map to π2T3Emb∂(I,M). However,

the induced map to π2T2Emb∂(I,M) is shown to be trivial.
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+ +
+ +

+- -
-

-
-

p

p

q
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}
HF

rev3 HF

id3 F0 ll id2id1LA3,B3

idγ

idγ

UA3,B3

⋆3

⋆3

Figure 3.3

In general, given a chord diagram with disjoint blue chords Blue and orange chords

Oran, and null homotopies (via embeddings) of those chords UBlue, UOran respectively, we

can define a element of π2Emb∂(I,M) given by

UBlue idγ

id2LBlue || id1LOran rot1,2(UOran)

3.2 Defining G(p, q, r)

Given elements p, q, r ∈ π1(M), we now define the map G(p, q, r) : I3 → Emb∂(I,M)

such that G(p, q, r)|∂I3 = γ. We conjecture in Chapter 6 that G(p, q, r) is non-trivial in

π3Emb∂(I,M). The chord diagram for G(p, q, r) is given in Figure 3.3.

Let F0 : I
2 → Emb∂(I,M) denote a representative of a cancelling pair of elements of

π2Emb∂(I,M) that is represented by the chord diagram in Figure 3.11 which is obtained

from Figure 3.3 with the green chords A3, B3 removed, and the concatenation diagram in
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HF

rev3 HF

id3 F0 ll id2id1LA3,B3

idγ

idγ

UA3,B3

⋆3

⋆3

Figure 3.4: G(p, q, r)

(3.1).

F0 :=

UA1B1 || UC1D1 idγ

id2LA1B1C1D1 || id1LA2B2C2D2 rot1,2(UA2B2 || UC2D2)

•

2

1

(3.1)

F0 is trivial in π2(Emb∂(I,M)) because it is a sum of cancelling elements from

π2(Emb∂(I,M)). This can be shown with a sequence of chord moves from [BG21], but

we will describe a specific null homotopy we call the capping null homotopy HF of this in

Emb∂(I,M) in Section 3.4.

The idea of G(p, q, r) is given by the figure on the left of Figure 3.4, while its formal

description in terms of concatenation diagrams on the right.

In more detail, the green portion of Figure 3.4 (which in the center overlaps with the
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id2 id1 LA3,B3 id2 rot1,2UA3,B3

fold0
1,2 rot1,2 UA3,B3

id1rot1,2UA3,B3

1

2

3

Figure 3.5: Green portion visualized

blue and orange) is given by the concatenation diagram in (3.2)

rev1fold
0,0
1,2rot1,2UA3B3 id1rot1,2UA3B3 fold0,0

1,2rot1,2UA3B3

rev1id2rot1,2UA3B3 id2,1LA3B3 id2rot1,2UA3B3

rev1rev2fold
0,0
1,2rot1,2UA3B3 rev2id1rot1,2UA3B3 rev2fold

0,0
1,2rot1,2UA3B3

(3.2)

•

2

1

which we have denoted in Definition 2.7.10 as in (3.3).

id2,1LA3B3 UA3B3

•

2

1

(3.3)

We can visualize the pieces in the green portion in Figure 3.5

Hence we can define the entirety of G(p, q, r) following the figure in Figure 3.4 as a 3-term
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concatenation in the 3 direction as in (3.4).

rev3HF idγ ⋆3
id3F0 ||

id2,1LA3B3
UA3B3

⋆3 HF idγ (3.4)

•

2

1

3.3 The “undo-full” transition homotopy TUF

Consider the map LABCD : I → Emb∂(I,M) for positive chords A,C and negative chords

B,D nested in the order A,B,C,D from outermost to innermost as shown in Figure 2.4.

There are two possible null homotopies of this loop given by U : = UAB || UCD and

F := (UBC || LAD) ⋆2 UAD, shown in our cubical diagrams as below.

γ γ

γ γ
LABCD

U

γ γ

γ γ
LABCD

F

•

2

1

We omit the labels of the chords and call this the “undo-full” transition homotopy TUF

because it describes a homotopy from the undo null homotopy U (which is supported in a

neighborhood of pairwise zipped bands of A,B and C,D) to the full null homotopy F (which

is supported in a neighbourhood of the fully zipped bands and lasso disks).

Definition 3.3.1. TUF is the transition homotopy from the undo homotopy UAB || UCD to
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3
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A A

A

B BC CD D

D

++- -

(a) LABCD deformed

2
1

3

4

2 3

4

A A

A

B BC CD D

D

++- -

(b) Zipped bands and disks for UAB || UCD

2
1

3

4

2 3

4

A A

A

B BC CD D

D

++- -

(c) Fully zipped picture (marked vertices on the right figure)

Figure 3.6: Undo Homotopy stages

the full null homotopy UBC ⋆2 UAD. We depict TUF as a concatenation diagram below.

LABCD idγ

LABCD idγ

F

U

TUF

•

3

2

We may denote rev3TUF as TFU because it is a homotopy from F to U .
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2
1

3

4

2 3

4

A A

A

B BC CD D

D

++- -

(a) Fully zipped undo homotopy

2
1

3

4

2 3

4

A A

A

B BC CD D

D

++- -

(b) After the fully zipped undo

Figure 3.7: Fully Zipped Undo Homotopy

• We deform the part of the arc that gets lasso’d around to be situated above the source

of the bands as shown in Figure 3.6a. The zipped pairwise zipped bands and lassos for

UAB || UCD are shown in Figure 3.6b. The zipped bands for the first undo portion of

UBC ⋆2 UAD is shown in Figure 3.8a.

• The first stage is to deform UAB || UCD in the beginning and UBC ⋆2 UAD in the

end to similar null homotopies where the only difference is that all 4 bands are zipped

together and all 4 lasso disks are zipped together. When we zip all the bands and

the lasso disks, we see the arc being lasso’d around starts ”below” the lasso disc, and

pierces the lasso disk four times as shown in the left Figure 3.6c.
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• We label the peak of the pierced arc of chords A,B as vertex 2, the peak of the pierced

arc of chords C,D as vertex 3, and the lowest point of the pierced arc between chords

B, C as vertex 4. We also label a point in space as vertex 1 which is the reflection of

vertex 4 across the fully zipped lasso disk. See the figure on the right in Figure 3.6c.

• The “fully zipped” version of UAB || UCD null homotopy involves translating the

vertices labelled 2 and 3 downwards (and the edges attaching to them as well) until

the edge joining 2 from the left becomes parallel to the edge joining 2 to 4. and

similarly for the edge joining 3 to 4. See Figure 3.7a. At the end, we can pull the fully

zipped band and lasso back because I does not pierce the lasso disk at this point. See

Figure 3.7b.

• The fully zipped version of (UBC || id2LAD) ⋆2 UAD null homotopy first translates

vertex 4 until it reaches vertex 1 (like UBC) (see Figures 3.8c and 3.9a). We then

translates vertex 1 and and all attached edges below the disk (like UAD) (see Fig-

ures 3.9b and 3.9c).

• Let the distance from vertex 4 to vertex 1 be 1 unit.

• The homotopy (indexed by σ) from UAB || UCD to UBC ⋆2 UAD translates vertex 4

up by σ units (see the left part of Figure 3.10) and then translates vertices 2, 4, and 3

simultaneously below the lasso disk (see the right part of Figure 3.10) until they reach

the end position described earlier. When σ = 0 this is the UAB || UCD null homotopy

and when σ = 1 this is the (UBC || id2LAD) ⋆2 UAD null homotopy.
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(c) UBC || id2LAD

Figure 3.8: Fully Zipped Full Homotopy stages
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Figure 3.9: Fully Zipped Full Null Homotopy second half
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Figure 3.10: Transition between fully zipped undo and fully zipped full null homotopies
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B1

C2

D2

C1

D1

Figure 3.11: Chord diagram for F0

3.4 The capping null homotopy HF

We show here that the element of π2Emb∂(I,M) constructed by the chord diagram in Fig-

ure 3.11 is trivial in π2Emb∂(I,M), and we see this map I2 → Emb∂(I,M) appearing in

horizontal I2 slices of G(p, q, r) in parallel with the green lassos. We describe a specific null

homotopy we call the capping null homotopy HF of this in Emb∂(I,M), which is defined by

“capping off” the lassos in this sum with copies of the full null homotopy F in the definition

of G(p, q, r).

The capping null homotopy is a composition of several homotopies. The main idea is

that LA1B1C1D1 || LA2B2C2D2 has a null homotopy where we first apply UB2C2 followed by
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UB1C1 , then UA2D2 and finally UA1D1 . We then need to extend this to the edge squares of the

concatenation diagram of F0 which involves transitioning between the undo null homotopies

at the edges to the full null homotopy first before folding.

Each stage can be represented by the colored picture in Figure 3.12. The null homotopy

can be formally described using five components that, when concatenated, go from F0 to s.

These five components correspond to the five vertical levels of the picture in Figure 3.12 and

the five 3-dimensional concatenation diagrams in the sequence represented by (3.5) followed

by (3.6) (namely those depicted as arrows pointing in the 3rd direction).
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UA1B1 || UC1D1 idγ

id2LA1B1C1D1
||

id1LA2B2C2D2
rot1,2(UA2B2 || UC2D2)

UA1D1 idγ

UB1C1 || id2LA1D1

id2LA1B1C1D1
||

id1LA2B2C2D2

rot1,2UB2C2
||

id1LA2D2
rot1,2UA2D2

UA1D1 idγ

UB1C1 || id2LA1D1

id2LA1B1C1D1
||

id1LA2D2
id1LA2D2 rot1,2UA2D2

TUF idγ

id3

(
id2LA1B1C1D1

||
id1LA2B2C2D2

)
rot1,2(TUF )

3

id3UA1D1
idγ

id3(UB1C1
||id2LA1D1

)

id1UB2C2
||

id3

(
id2LA1D1

||
id1LA2B2C2D2

)
rot1,2fold

0,0
2,3UB2C2

||
id3,1LA2D2

id3rot1,2UA2D2

3

•

2

1

(3.5)
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UA1D1 idγ

UB1C1 || id2LA1D1

id2LA1B1C1D1 || id1LA2D2 id1LA2D2 rot1,2UA2D2

UA1D1 idγ

id2LA1D1

id2LA1D1 || id1LA2D2 rot1,2UA2D2

UA2D2 idγ

id1LA1D1 idγ

idγ idγ

idγ idγ

id idγ

fold0,0
2,3UB1C1

|| id3,2LA1D1

id2UB1C1
||id3(id2LA1D1

|| id1LA2D2) unitor

3

unitor idγ

id1UA2D2
|| id3,2LA1D1

rot1,2fold
0,0
2,3UA2D2

3

fold0,0
2,3UA1D1

idγ

id2UA1D1
idγ

3

•

2

1

(3.6)
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Figure 3.12: Geometric picture of HF

Note that the full null homotopy on the blue part of F0, namely the second column of

the form

rev2(UA1B1 || UC1D1) id2LA1B1C1D1 UA1B1 || UC1D1

•

1

2

in (3.5) and (3.6), is homotopic to the concatenation diagram in (3.7).

rev2fold
0,0
2,3F id2F fold0,0

2,3F

rev2TUF idLA1B1C1D1 TUF •

3

2

(3.7)

The capping null homotopy on the orange part of F0 (the second row) is a rotated version

of this (but as we described it as a null homotopy of F0, aspects of the orange and the blue

full capping null homotopy need to alternate).
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We can use this shorthand to describe the “blue part” of G(p, q, r) (which is denoted in

blue in Figure 3.4) by the concatenation diagram below.

id2F fold0,0
2,3F

idLA1B1C1D1 TUF

id3U

3.5 Other transition homotopies

For Chapter 4, we will require transitions between every pair of B,U , and F similar to TUF ,

as well as a transition between these transitions, which we now describe.

3.5.1 The “backtrack-undo” transition homotopy TBU

Suppose A1, B1 are parallel chords (traversing the same element of π1(M)) with opposite

signs. The transition homotopy from BA1B1 to UA1B1 is denoted by TBUA1B1
(or TBU in

short) is indexed by σ. We will use τ to denote the parameter of each of the null homotopies

TBU(σ).

The backtrack homotopy of LA1B1 involves pulling back the chords more and more as we

go from τ = 0 to τ = 1.

The undo homotopy of LA1B1 involves zipping the bands from time τ = 0 to τ = 0.25,

then zipping the lasso disk from τ = 0.25 to τ = 0.5 followed by lifting/pulling out the

portion of I that pierces the lasso disk out of it from τ = 0.5 to τ = 0.75 and finally

retracting the zipped up band and lasso disk from τ = 0.75 to τ = 1.

• The backtrack-undo transition involves delaying the backtrack part by adding in the

zipping up of the bands before the chords are retracted. So, starting at σ = 0, no

bands are zipped before the chords are backtracked. At σ = 0.25, the bands are fully

zipped before the chords are backtracked.
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• For σ = 0.25 to σ = 0.5, we zip the bands fully and then start zipping up the lasso bit

by bit and then retract the chords. So, the lasso disks are unzipped at σ = 0.25 and

fully zipped by σ = 0.5

• For σ = 0.5 to σ = 0.75, we begin by zipping the bands and the lassos fully and then

pulling out I and then retracting the now-zipped-up chords which is exactly the undo

homotopy.

• For σ = 0.75 to σ = 1, we begin by zipping the bands and then start zipping up

the lasso, pull the piercing chord out, and then retracting the chords a little and then

retracting the chords fully.

Definition 3.5.1. TBUA1B1
(or TBU) is the transition homotopy from the backtrack homotopy

BA1B1 to the undo null homotopy UA1B1 . We depict TBU as a concatenation diagram below.

LA1B1 idγ

LA1B1 idγ

UA1B1

BA1B1

TBUA1B1

•

3

2

We may denote rev3TBU as TUB because it is a homotopy from U to B.

3.5.2 The “backtrack-full” transition homotopy TBF

The Full null homotopy of LABCD where A,B,C,D are parallel chords of alternating signs

(like in Figure 2.4) consists of the undo homotopy on chords B and C followed by the undo

homotopy on chords A and D.

In order to transition to the backtrack homotopy B we just concatenate the backtrack-

undo transitions on each of the 2 undo homotopies involved in F .

Definition 3.5.2. TBF is the transition homotopy from BABCD to FABCD, defined as a

concatenation diagram below.
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LABCD LAD idγ

LABCD LAD idγ

UBC || id2LAD UAD

BBC || id2LAD

TBUBC
|| id3,2LAD

BAD

TBUAD

•

3

2

3.5.3 The triple transition homotopies

We now define a transition homotopy TBBUF mediating between TBU , TBF , and TUF as in

(3.8).

U F

B B

TUF

TBU TBBUF TBF

•

4

3

(3.8)

We describe TBBUF as a family of homotopies TBBUF (σ) from B to TUF (σ), where σ ∈ I

ranges over the 3-direction.

Definition 3.5.3. We define TBBUF (σ) as follows.

• When σ = 0, we have TUF (0) = U and TBBUF (0) = TBU .

• When σ = 1, we have TUF (1) = F and TBBUF (1) = TBF .

• TUF (σ) in the beginning involves deforming U to a null homotopy with all bands and

lasso disks zipped into 1 band and 1 lasso disk. In each of these stages, we imitate TBU

where we increasingly zip the bands before we backtrack (and then increasingy zip the

lassos before backtracking).

• The same can be done at the end where TUF involves deforming F to a null homotopy

where all bands and lasso disk(s) are fully zipped before pulling out the arc that pierces

the lasso disk(s).
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• Apart from the fully zipping portion, TUF (σ) involves lowering vertex 1 in the arc

piercing the lasso disc by σ units. To make a transition from B. we increase how much

of the band gets fully zipped, and then increase how much the lasso gets zipped and

increase (as a fraction of σ) how much vertex 4 gets pulled up, and finally increase how

much of vertices 2, 3, 4 get pulled down before backtracking the bands and lassos.

Once we define TBBUF we can define TXY ZW for any combination of X, Y, Z,W ∈

{B,U, F} by concatenating with appropriate folds and/or composing with rotations, for

instance as in (3.9).

U F

U B

TUF

TUB

TUBUF TBF
=

U U F

U B B

TUF

TUB

fold1,0
3,4TUB

TBU TBBUF TBF

•

4

3

(3.9)
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Chapter 4

G(p, q, r) is Null Homotopic in

π3(T3(Emb∂(I,M)))

4.1 Null homotopy of G(p, q) in T2(Emb∂(I,M))

This section describes the null homotopy from [BG21] in language developed in this thesis.

These ideas will be extended in the subsequesnt sections for G(p, q, r)

We have G(p, q) : I2 → Emb∂(I,M), which induces a map T2G(p, q) : I2 × C2⟨I⟩ →

C2⟨M⟩. To show that G(p, q) is trivial in π2T2Emb∂(I,M), we need to construct a null

homotopy N∗ : I × I2 × C2⟨I⟩ → C2⟨M⟩ of T2G(p, q).

NB and NU are null homotopies of G(p, q) in Imm∂(I,M) which apply the backtrack (and

respectively undo) homotopies on the lasso portions of G(p, q).
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To be precise,

NB :=

TUBA1B1
idγ

id3(id2LA1B1 || id1LA2B2) rot1,2TUBA2B2

∗3

fold0,0
2,3BA1B1 idγ

id2BA1B1 || id1BA2B2 rot1,2fold
0,0
2,3BA2B2

•

2

1

NU :=

id3UA1B1 idγ

id3(id2LA1B1 || id1LA2B2) rot1,2id3UA2B2

∗3

fold0,0
2,3UA1B1 idγ

id2UA1B1 || id1UA2B2 rot1,2fold
0,0
2,3UA2B2

•

2

1

and

NBU :=

fold1,0
3,4TUBA1B1

idγ

id3,4(id2LA1B1 || id1LA2B2) rot1,2fold
1,0
3,4TUBA2B2

∗3

fold0,0
2,3TBUA1B1

idγ

id2TBUA1B1
|| id1TBUA2B2

rot1,2fold
0,0
2,3TBUA2B2

•

2

1

We will consider the interval as partitioned (up to overlapping endpoints) into the sub-

intervals I1, I1′ , I2, I2′ , I3, listed in order. The chords A1, B1 originate at I1, chords A2, B2
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originate at I2, and all chords lasso around points on I3.

We first define N : C2⟨I⟩ → Map (I × I2, Imm∂(I,M)) which takes (p1, p2) to Np1,p2

which will be among NB, NU or NBU(t) (which is an intermediate stage of the transition

homotopy from NB to NU). The main feature of this is that if (p1, p2) ∈ Ia × Ib (where

1 ≤ a ≤ b ≤ 3), then T2Np1,p2 is well defined when restricted to that specific Ia × Ib. For

example, when p1 ∈ I1 and p2 ∈ I2, NU doesn’t map points in I1, I2 to distinct points in

M because the undo homotopies collide I1 and I2 when done simultaneously. However, we

don’t see intersections between I1 and I3 (and I2 and I3) because neither of p1, p2 is in I3,

so NB maps points in I1, I2 to distinct points in M . Thus in (4.1), we see NB in the square

I1 × I2. The complete N is defined in the concatenation diagram (4.1). The directions for

C2⟨I⟩ are 4 and 5 because NX (for X = U,B use up directions 1, 2, 3

This allows us to define the null homotopy N∗ that we want as

N∗(t, a, b, p1, p2) = Np1,p2(t)(a, b)(p1, p2).

I1 I1′ I2 I2′ I3

I3 : id4,5NU id4,5NU id4,5NU id4,5NU id4,5NU

I2′ : id4NBU id4NBU id4NBU id4NBU

I2 : id4,5NB id4,5NB id4,5NB

I1′ id4,5NB id4,5NB

I1 id4,5NB

•

5

4

(4.1)

4.2 Null homotopy of G(p, q, r) in T3Emb∂(I,M)

In this section, we use similar ideas to Section 4.1 to define the null homotopy of G(p, q, r) in

π3T3Emb∂(I,M). The elementG(p, q, r) : I3 → Emb∂(I,M) is null homotopic in Imm∂(I,M).
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(I1 I1 I1)
B

(I1 I1 I2)
B

(I1 I1 I3)
B

(I1 I2 I3)
B (I2 I2 I3)

B

(I2 I3 I3)
B (I3 I3 I3)

B

(I2 I2 I2)
B(I1 I2 I2)

B

(I1 I1 I4)
U

(I2 I2 I4)
U(I1 I2 I4)

F

(I2 I3 I4)
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Figure 4.1: Division of I into subintervals I1 through I4

We will use three such null homotopies: “Back-track” NB, “Undo” NU , and “Full” NF .

G(p, q, r)
NB

4
idγ G(p, q, r)

NU

4
idγ G(p, q, r)

NF

4
idγ

that we define in Section 4.3. We also define homotopies between each pair

NB
NBU

5
NU NU

NUF

5
NF NB

NBF

5
NF

as well as homotopies between these homotopies such as

NF NU

NB NB

NFU

idNB

NBF NBBFU NBF

•

6

5

in Section 4.4, where we also write NY X for rev5NXY .

We will consider the interval as partitioned (up to overlapping endpoints) into the sub-

intervals I1, I1′ , I2, I2′ , I3, I3′ , I4, listed in order. The chords A1, B1, C1, D1 originate at I1,

chords A2, B2, C2, D2 originate at I2, and chords A3, B3 originate at I3. All 10 chords lasso

around points on I4. See Figure 4.1.

First, we define N : C3⟨I⟩ → Map (I × I3,Emb∂(I,M)) where (p1, p2, p3) 7→ Np1,p2,p3

such that if p1, p2, p3 are in specified intervals as in table (4.2), Np1,p2,p3 is as specified in the
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(I1 I1 I1)
B

(I1 I1 I2)
B

(I1 I1 I3)
B

(I1 I2 I3)
B (I2 I2 I3)

B

(I2 I3 I3)
B (I3 I3 I3)

B

(I2 I2 I2)
B(I1 I2 I2)

B

(I1 I1 I4)
U

(I2 I2 I4)
U(I1 I2 I4)

F

(I2 I3 I4)
U (I3 I3 I4)

U(I1 I3 I4)
U

(I2 I4 I4)
U

(I1 I3 I3)
B

(I3 I4 I4)
U(I1 I4 I4)

U (I4 I4 I4)
U

5 (p1)

6 (p2)

7 (p3)

C3< I >

+ +
+ +

+- -
-

-
-

A2

A1

B2

B1

C2

D2

A3

B3

C1

D1

I1 I1'

I2 I2'

I3 I3' I4

Figure 4.2: Adjacency graph of products Ia × Ib × Ic with their null homotopies

rightmost column.

p1 p2 p3 Null homotopy Np1p2p3

I1/I2/I3 I1/I2/I3 I1/I2/I3 NB

I2/I3/I4 I2/I3/I4 I4 NU

I1 I1/I3/I4 I4 NU

I1 I2 I4 NF

(4.2)

Figure 4.2 is a visualization of each of the products of intervals I1, I2, I3, I4 in C3⟨I⟩ and

the superscript isNp1,p2,p3 from Table (4.2). This allows us to see which transition homotopies

we will need to extend N to the entirety of C3⟨I⟩.

Now we will extend N to the rest of C3⟨I⟩ as a composition of concatenation diagrams

below. We will assume the directions of C3⟨I⟩ are 5, 6, 7 respectively because NX (for X ∈

{B,U, F}) uses directions 1 through 4. Furthermore, NXY is a homotopy from NX to NY in
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the 5 direction (which will be used to ‘fill edges’ in Figure 4.2), and NXY ZW is a homotopy

in the 6 direction between two of these homotopies (where X, Y, Z,W ∈ {B,U, F}), which

will be used to ‘fill faces’.

The concatenation diagram (4.3) for N , is written from bottom up to form C3⟨I⟩. Recall

that idNX means id7,6,5NX for X = {U,B, F} and idNXY means id7,6NXY .
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p3 ∈ I1 p3 ∈ I1′ p3 ∈ I2

I1

I1 idNB

⋆7

I1 I1′

I1′ : idNB idNB

I1 : idNB

⋆7

I1 I1′ I2

I2 : idNB idNB idNB

I1′ idNB idNB

I1 idNB

p3 ∈ I2′ p3 ∈ I3

⋆7

I1 I1′ I2 I2′

I2′ :

I2 : idNB

I1′ :

I1 :

⋆7

I1 I1′ I2 I2′ I3

I3 :

I2′ : idNB

I2 :

I1′ :

I1 :

p3 ∈ I3′

⋆7

I1 I1′ I2 I2′ I3 I3′

I3′ :

I3 : idNBU

I2′ :

I2 : idNBF NBBFU

I1′ :

I1 : idNBU

•

6

5

p3 ∈ I4

⋆7

I1 I1′ I2 I2′ I3 I3′ I4

I4 :

I3′ : idNU

I3 :

I2′ :

I2 : idNF idNFU

I1′ :

I1 : idNU

(4.3)

Definition 4.2.1. Given NX : I → Map (I3, Imm∂(I,M)), define N∗
X : I × I3 × I3 → M3
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as the induced map

N∗
X(t, a, b, c, p1, p2, p3) =

(
NX(t)(a, b, c)(p1), NX(t)(a, b, c)(p2), NX(t)(a, b, c)(p3)

)

that applies the immersion to tuples (p1, p2, p3) in I3.

The null homotopies N∗
B, N

∗
U , N

∗
F : I × I3 × I3 →M3 land in C3⟨M⟩ when we restrict to

certain products I×I3×Ia×Ib×Ic (see Table (4.2) of subintervals I1, I2, I3, I4). For example,

on the block I1 × I2 × I2 ⊂ I3, NB sends distinct triples (p1 × p2 × p3) to distinct triples in

M : even though the backtrack homotopy contains non-embedded intervals in general, p3 is

in I2 and never in I4. So the image of I1 × I2 × I2 in M3 doesn’t detect the self intersection

of the immersion (which is only seen in the product Ia × Ib × I4 where either a or b is 1, 2,

or 3).

We use the map N : C3⟨I⟩ → Map (I × I3,Emb∂(I,M)) to define a map N∗ : I × I3 ×

C3⟨I⟩ → C3⟨M⟩ which will be our null homotopy of T3G(p, q, r).

Definition 4.2.2. We now define N∗ : I × I3 × C3⟨I⟩ → C3⟨M⟩ as

N∗(t, a, b, c, p1, p2, p3) = Np1,p2,p3(t)(a, b, c)(p1, p2, p3)

4.3 The homotopies NB, NU , NF

In Definitions 2.1.5 to 2.1.7 we defined the undo, backtrack, and full null homotopies for

lassos. Using them, we show in this section that the map G(p, q, r) : I3 → Emb∂(I,M) is

null homotopic in Imm∂(I,M). We construct three such null homotopies: “Back-track” NB,

“Undo” NU , and “Full” NF using the homotopies in the earlier subsections mentioned.
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4.3.1 The undo homotopy NU of G(p, q, r)

On the green portion of G(p, q, r), we define the undo null homotopy of G(p, q, r) by applying

the undo null homotopy of LA3B3 to the center of the concatenation and folding the undo

homotopy around the outside as in (4.4).

id2,1LA3B3 UA3B3

idγ idγ

id2,1UA3B3 fold0,0
2,3UA3B3

4

•

2

1

(4.4)

We define the undo homotopy on the entire blue part of G(p, q, r) in (4.5). The undo

homotopy for the orange is the same and we would put them together perpendicular to each

other using the rot operation as we did when defining G(p, q) and F0.
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id2F fold0,0
2,3F

idLA1B1C1D1 TUF

id3U

id2U fold0,0
2,3U

idLA1B1C1D1 id3U

id3U
idLA1B1C1D1 U

idγ idγ

id2TFU fold0,0
2,3TFU

idLA1B1C1D1
fold1,0

3,4TUF

id4,3U

4

∼

idU fold0,0
2,3U

4

•

3

2

(4.5)
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4.3.2 The full homotopy NF of G(p, q, r)

The Full Homotopy NF for the green portion can be either NU or NB (because we only

need the full end homotopy when the green chords are not visible in the induced map

C3⟨I⟩ → C3⟨M⟩. We shall choose NU .

For the blue part of G(p, q, r) we define NF as follows. (the orange part is done similarly

but with a 1− 2 rotation with the chords A1, B1, C1, D1 replaced by A2, B2, C2, D2),
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id2F fold0,0
2,3F

idLA1B1C1D1 TUF

id3U

id2F fold0,0
2,3F

idLA1B1C1D1 id3F

id3F
idLA1B1C1D1 F

idγ idγ

id4,2F id4fold
0,0
2,3F

idLA1B1C1D1
fold0,0

3,4TUF

id3TUF

4

∼

idF fold0,0
2,3F

4

•

3

2

4.3.3 The backtrack homotopy NB of G(p, q, r)

On the green part of G(p, q, r), we first transition the U border of LA3B3 to B and then apply

B to the center and we fold B on the border.
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id2,1LA3B3 U

id2,1LA3B3 B

idγ idγ

id4,2,1LA3B3 TUB
4

id2,1B fold0,0
2,3B

4

•

2

1

On the blue part (and orange by rotation), we define NB as follows.
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id2F fold0,0
2,3F

idLA1B1C1D1 TUF

id3U

id2B fold0,0
2,3B

idLA1B1C1D1 id3B

id3B

idγ idγ

id2TFB fold0,0
2,3TFB

idLA1B1C1D1
TUFBB

id3TUB

4

idB fold0,0
2,3B

4

•

3

2
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4.4 Transition homotopies between NU , NB, and NF

4.4.1 The Undo-Full transition homotopy NUF from NU to NF

The full-undo transition is needed when either the orange chords are not seen (p1 is in the

intervals I ′1 or p2 is in I ′2) or the blue chords aren’t seen (p1 is in the interval I ′2 or p2 is in

the interval I ′3).

The essential piece in this transition is the homotopy presented in Section 3.3 which is

what we shall do on the lasso portion. For the borders, we show how to transition from NU

to NF using piece-wise transitions and concatenations.

id2TFU fold0,0
2,3TFU

idLA1B1C1D1 fold1,0
3,4TUF

id4,3U

⋆4 id3,2U fold0,0
2,3U

id4,2F fold0,0
2,3id3F

idLA1B1C1D1 fold0,0
3,4TUF

id3TUF

⋆4 id3,2F fold0,0
2,3F

id2fold
1,0
3,4TFU fold0,0

2,3fold
1,0
3,4TFU

idLA1B1C1D1
rot4,5twist3TUF

id3fold
1,1
3,4TUF

⋆4 id3,2TUF fold0,0
2,3TUF

5

•

3

2

The map twist3TUF is defined in Lemma 2.7.12.

The top right squares of the first piece of the source, the target, and the morphism can
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be described as fold0,0
2,3 of the square

F F

F U

idF

idF

TFU

fold1,0
3,4TFU

TUF

•

4

3

which becomes

fold0,0
2,3F fold0,0

2,3F

fold0,0
2,3F fold0,0

2,3U

idfold0,0
2,3F

idfold0,0
2,3F

fold0,0
2,3TFU

fold0,0
2,3fold

1,0
3,4TFU fold0,0

2,3TUF

•

5

4

4.4.2 The transition homotopy NBU from NB to NU

We now show how to transition from NB to NU .
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id2TFB fold0,0
2,3TFB

idLA1B1C1D1 TUFBB

id3TUB

⋆4 id3,2B fold0,0
2,3B

id2TFU fold0,0
2,3TFU

idLA1B1C1D1 fold1,0
3,4TUF

id4,3U

⋆4 id3,2U fold0,0
2,3U

id2TFBFU fold0,0
2,3TFBFU

idLA1B1C1D1

fold1,0
3,4TBBUF
⋆4

fold1,0
4,5TUFBB

id3fold
1,0
3,4TUB

⋆4 id4,3,2TBU fold0,0
2,3TBU

5

•

3

2

4.4.3 The transition homotopy NBF from NB to NF

We now show how to transition from NB to NF .
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id2TFB fold0,0
2,3TFB

idLA1B1C1D1 TUFBB

id3TUB

⋆4 id3,2B fold0,0
2,3B

id4,2F fold0,0
2,3id3F

idLA1B1C1D1 fold0,0
3,4TUF

id3TUF

⋆4 id3,2F fold0,0
2,3F

id2fold
1,0
3,4TFB fold0,0

2,3fold
1,0
3,4TFB

idLA1B1C1D1

fold0,0
3,4TBBUF
⋆4

fold1,0
4,5TUFBB

id3TUBUF

⋆4 id4,3,2TBF fold0,0
2,3TBF

5

•

3

2

4.4.4 Transition of transitions

We now describe a transition homotopy NBUBF from NBU to NBF such that on the sides it

has idNB and NUF
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id2TFBFU fold0,0
2,3TFBFU

idLA1B1C1D1

fold1,0
3,4TBBUF
⋆4

fold1,0
4,5TUFBB

id3fold
1,0
3,4TUB

⋆4 id4,3,2TBU fold0,0
2,3TBU

id2fold
1,0
3,4TFB fold0,0

2,3fold
1,0
3,4TFB

idLA1B1C1D1

fold0,0
3,4TBBUF
⋆4

fold1,0
4,5TUFBB

id3TUBUF

⋆4 id4,3,2TBF fold0,0
2,3TBF

id2

id5fold
1,0
3,4TFB

⋆3
fold01

3,5TBBFU

 fold0,0
2,3

id5fold
1,0
3,4TFB

⋆3
fold0,1

3,5TBBFU


idLA1B1C1D1

rot4,6twist3TBBUF
⋆4

id6fold
1,0
4,5TUFBB

id3

id5fold
1,0
3,4TUB

⋆3
fold1,0

3,5TBBUF


⋆4 id4,3,2TBUBF fold0,0

2,3TBUBF
6

•

3

2

The map twist3TBBUF is defined in Lemma 2.7.12 and has as its target in the 5-direction

the map twist3TUF from Section 4.4.1.

In Section 4.2, we use NBBFU which is rev5rot5,6NBUBF .

73



Chapter 5

π3Emb∂(I, S
1 ×B3) via Generators and

Relations in π7(C4⟨S1 ×B3⟩)

In this chapter, πnCk⟨M⟩ denotes the rational homotopy groups unless specified.

5.1 Background on πm(Ck⟨S1 ×B3⟩)

We recall the relations satisfied by the rational generators tpi · wij of πkCk⟨S1 × B3⟩ from

[BG21].

• wij = (−1)k+1wji, which becomes wij = wji when k = 3.

• [wij, wjk] = [wjk, wki] = [wki, wij] = −[wjk, wij]

• Jacobi identity: [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0 (when A,B,C have the same

degree)

• ta11 ta22 . . . tamm wij = t
ai−aj
i wij = t

aj−ai
j wij

• [wij, wkl] = 0 where {i, j} ∩ {k, l} = ϕ.

We will say that the “cyclic shifts” of [A, [B,C]] are [B, [C,A]] and [C, [A,B]].

74



5.2 Generators of π7(C3⟨S1 ×B3⟩)

The linearly independent generators of π7(C3⟨S1 ×B3⟩) are given by:

(A) [tp1 · w12, [t
q
1 · w12, t

r
1 · w12]]

(B) [tp1 · w12, [t
q
1 · w12, t

r
2 · w23]] and a cyclic shift [tp2 · w23, [t

q
1 · w12, t

r
1 · w12]]

(C) [tp1 · w12, [t
q
2 · w23, t

r
2 · w23]] and a cyclic shift [tp2 · w23, [t

q
1 · w12, t

r
2 · w23]]

(D) [tp2 · w23, [t
q
2 · w23, t

r
2 · w23]]

(E) [tp1 · w13, [t
q
1 · w13, t

r
1 · w13]]

All other generators can be shown to be a linear combination of the above by using Jacobi

and other relations repeatedly.

5.3 Generators and relations of π7C4⟨S1 ×B3⟩

R is the subgroup of π7(C4⟨S1 ×B3⟩) generated by torsion and the images of the maps

π7(C3⟨S1 ×B3⟩) ↪→ π7(C4⟨S1 ×B3⟩)

induced by the 5 boundary faces of C4⟨S1 ×B3⟩:

p1 = ∗, p1 = p2, p2 = p3, p3 = p4, and p4 = ∗.

We now describe the relations on elements of π7(C4⟨S1 × B3⟩) that arise from quotienting

by R.

• The face p1 = ∗ gives us that

[tpi · wij, [t
q
k · wkl, t

r
m · wmn]] = 0
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for i, j, k, l,m, n ∈ {2, 3, 4}.

• The face p4 = ∗ gives the same when i, j, k, l,m, n ∈ {1, 2, 3}.

• From the face p1 = p2, t1 7→ t1t2, t2 7→ t3, and t3 7→ t4. It hence maps

tp1 · w12 7→ tp1 · w13 + tp2 · w23,

tq2 · w23 7→ tq3 · w34,

tp1 · w13 7→ tp1 · w14 + tp2 · w24.

Note that generators (A) and (D) map to relations already obtained from faces p4 = ∗

and p1 = ∗ respectively.

We start with the first generator of (B), where we have

[tp1 · w12, [t
q
1 · w12, t

r
2 · w23]] 7→



[tp1 · w13, [t
q
1 · w13, t

r
3 · w34]]

+ [tp2 · w23, [t
q
1 · w13, t

r
3 · w34]]

+ [tp1 · w13, [t
q
2 · w23, t

r
3 · w34]]

+ [tp2 · w23, [t
q
2 · w23, t

r
3 · w34]]


(5.1)

=


[tp1 · w13, [t

q
1 · w13, t

r
3 · w34]]

+ [tp2 · w23, [t
q
1 · w13, t

r
3 · w34]]

+ [tp1 · w13, [t
q
2 · w23, t

r
3 · w34]]


because the bottom term comes from p1 = ∗.

We also obtain a relation similar to a relation in [BG21] by cyclically shifting the
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relation in (5.1) to get


[tr3 · w34, [t

p
1 · w13, t

q
1 · w13]]

+ [tr3 · w34, [t
p
2 · w23, t

q
1 · w13]]

+ [tr3 · w34, [t
p
1 · w13, t

q
2 · w23]]


= [tr3 · w34, ([t

p
1 · w13, t

q
1 · w13] + (tp2t

q
1 − tp1t

q
2)[w23, w13])] = 0

Now we do the second generator of (C), where we have

[tp2 · w23, [t
q
1 · w12, t

r
2 · w23]] 7→

[tp3 · w34, [t
q
1 · w13, t

r
3 · w34]] + [tp3 · w34, [t

q
2 · w23, t

r
3 · w34]]

= [tp3 · w34, [t
q
1 · w13, t

r
3 · w34]]

because the latter is 0 from p1 = ∗.

So, this gives us

[tp3 · w34, [t
q
1 · w13, t

r
3 · w34]] = 0 (5.2)

as well as

[tp1 · w13, [t
q
3 · w34, t

r
3 · w34]] = 0

(by using the Jacobi relation).

The generator (E) will be dealt with later.

• The face p3 = p4 works almost analogously to the p1 = p2 face. This face inclusion

maps t1 7→ t1, t2 7→ t2, t3 7→ t3t4. It hence maps

tp2 · w23 7→ tp2 · w23 + tp2 · w24,

tq1 · w12 7→ tq1 · w12,

77



tp1 · w13 7→ tp1 · w13 + tp1 · w14.

Note that generators (A) and (D) map to relations already obtained from faces p4 = ∗

and p1 = ∗ respectively.

We start with the first generator of (B).

[tp1 · w12, [t
q
1 · w12, t

r
2 · w23]] 7→

[tp1 · w12, [t
q
1 · w12, t

r
2 · w23]] + [tp1 · w12, [t

q
1 · w12, t

r
2 · w24]]

= [tp1 · w12, [t
q
1 · w12, t

r
2 · w24]]

(5.3)

This gives [tp1 ·w12, [t
q
1 ·w12, t

r
2 ·w24]] = 0 as well as [tp2 ·w24, [t

q
1 ·w12, t

r
1 ·w12]] = 0 by the

Jacobi identity.

Now the first generator of (C).

[tp1 · w12, [t
q
2 · w23, t

r
2 · w23]] 7→



[tp1 · w12, [t
q
2 · w23, t

r
2 · w23]]

+ [tp1 · w12, [t
q
2 · w23, t

r
2 · w24]]

+ [tp1 · w12, [t
q
2 · w24, t

r
2 · w23]]

+ [tp1 · w12, [t
q
2 · w24, t

r
2 · w24]]



=


[tp1 · w12, [t

q
2 · w23, t

r
2 · w24]]

+ [tp1 · w12, [t
q
2 · w24, t

r
2 · w23]]

+ [tp1 · w12, [t
q
2 · w24, t

r
2 · w24]]


(The first term is 0 from the p4 = ∗ face)

Using the Jacobi identity to cyclically shift that relation we get

[tp2 · w24, [t
q
1 · w12, t

r
2 · w24]] + [tp2 · w23, [t

q
1 · w12, t

r
2 · w24]] + [tp2 · w24, [t

q
1 · w12, t

r
2 · w23]] = 0.
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We will need further algebraic manipulation to this relation for later.

[tp2 · w24, [t
q
1 · w12, t

r
2 · w24]]

= − [tp2 · w23, [t
q
1 · w12, t

r
2 · w24]]

− [tp2 · w24, [t
q
1 · w12, t

r
2 · w23]]

= − [t−q
2 t−p−q

3 · w23, [t
−q
2 · w12, t

−q
2 t−r−q

4 · w24]]

− [t−q
2 t−p−q

4 · w24, [t
−q
2 · w12, t

−q
2 t−r−q

3 · w23]]

= − (t−q
2 t−p−q

3 t−q−r
4 )[w23, [w12, w24]]

− (t−q
2 t−q−r

3 t−p−q
4 )[w24, [w12, w23]]

= − (t−q
2 t−p−q

3 t−q−r
4 )[w23, [w14, w12]]

− (t−q
2 t−q−r

3 t−p−q
4 )[w24, [w13, w12]]

= + t−q
2 t−p−q

3 t−q−r
4 ([w14, [w12, w23]] + [w12, [w23, w14]])

+ t−q
2 t−q−r

3 t−p−q
4 ([w13, [w12, w24]] + [w12, [w24, w13]])

= + (t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+ (t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

(5.4)

We use the Jacobi identity at the 5th equal sign which changes the sign of the whole

expression. For the last equality, we can delete the 2nd and 4th term because they

have a whitehead product of the form [wij, wkl] where {i, j} ∩ {k, l} = ϕ.

The generator (E) will be done later.

Remark 5.3.1. So far, we have shown that [tp2 ·w24, [t
q
1 ·w12, t

r
2 ·w24]] and [tp1 ·w13, [t

q
1 ·w13, t

r
3 ·w34]]

(and their cyclic shifts) can be written as a sum of terms with all four indices.

On the other hand, [tp1 · w12[t
q
1 · w12, t

r
2 · w24]] and [tp3 · w34, [t

q
1 · w13, t

r
3 · w34]] (and their cyclic

shifts) are 0.

Furthermore, any term which has only three indices (say {1, 3, 4} or {1, 2, 4} are generated

by the above terms with three indices. Thus we can conclude so far that, π7(C4⟨S1×B3⟩)/R

is generated by just the terms with all four indices included.
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• The face p2 = p3 maps t1 7→ t1, t2 7→ t2t3, and t3 7→ t4. It hence maps

tp2 · w23 7→ tp2 · w24 + tp3 · w34,

tq1 · w12 7→ tq1 · w12 + tp1 · w13,

tp1 · w13 7→ tp1 · w14.

Note that generators (A) and (D) map to relations already obtained from faces p4 = ∗

and p1 = ∗ respectively.

Generator (E) maps to [tp1 · w14, [t
q
1 · w14, t

r
1 · w14]] making that zero.

Let

tp2 · w23 7→ tp2 · w24 + tp3 · w34 = A2 + A3, tq1 · w12 7→ tq1 · w12 + tp1 · w13 = B2 +B3

and tr2 · w23 7→ tp2 · w24 + tp3 · w34 = C2 + C3.

Note that [Ai, [B2, C3]] = [Ai, [B3, C2]] = 0 because [wij, wkl] = 0 when {i, j}∩{k, l} =

ϕ

The second generator of (C) included into p2 = p3 maps to the element in (5.5) after

setting the above terms 0.

[tp2 · w23, [t
q
1 · w12, t

r
2 · w23]] 7→ (5.5)



[A2, [B2, C2]]

+ [A3, [B2, C2]]

+ [A2, [B3, C3]]

+ [A3, [B3, C3]]


=



[tp2 · w24, [t
q
1 · w12, t

r
2 · w24]]

+ [tp3 · w34, [t
q
1 · w12, t

r
2 · w24]]

+ [tp2 · w24, [t
q
1 · w13, t

r
3 · w34]]

+ [tp3 · w34, [t
q
1 · w13, t

r
3 · w34]]


The last term is 0 from (5.2) in face p1 = p2. The first term will be rewritten by (5.4).
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So we get the 4-term equation in (5.6).



+(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+(t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

+[tp3 · w34, [t
q
1 · w12, t

r
2 · w24]]

+[tp2 · w24, [t
q
1 · w13, t

r
3 · w34]]



=



+(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+(t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

+[t−q−r
4 tp−q−r

3 · w34, t
−q
2 t−q−r

4 [w12, w24]]

+[t−q−r
4 tp−q−r

2 · w24, t
−q
3 t−q−r

4 [w13, w34]]



=



+(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+(t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

+(t−q
2 tp−q−r

3 t−q−r
4 )[w34, [w12, w24]]

+(tp−q−r
2 t−q

3 t−q−r
4 )[w24, [w13, w34]]



=



+(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+(t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

+(t−q
2 tp−q−r

3 t−q−r
4 )[w34, [w14, w12]]

+(tp−q−r
2 t−q

3 t−q−r
4 )[w24, [w14, w13]]



=



+(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+(t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

−(t−q
2 tp−q−r

3 t−q−r
4 )[w12, [w34, w14]]

−(tp−q−r
2 t−q

3 t−q−r
4 )[w13, [w24, w14]]



(5.6)
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=



+(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]

+(t−q
2 t−q−r

3 t−p−q
4 )[w13, [w14, w12]]

−(t−q
2 tp−q−r

3 t−q−r
4 )[w12, [w14, w13]]

−(tp−q−r
2 t−q

3 t−q−r
4 )[w13, [w14, w12]]


Setting p = q = r = 0 in (5.6) we get that

[w14, [w13, w12]]− [w12, [w14, w13]] = 0 (5.7)

Using the Jacobi identity, we further get

[w13, [w12, w14]] = −2[w14, [w13, w12]] = −2[w12, [w14, w13]] = −[w13, [w14, w12]]

Our four term relation then becomes

(
t−q
2 t−p−q

3 t−q−r
4 + 2 t−q

2 t−q−r
3 t−p−q

4 − t−q
2 tp−q−r

3 t−q−r
4 − 2 tp−q−r

2 t−q
3 t−q−r

4

)
[w14, [w13, w12]]

= 0 (5.8)

which says that π7(C4⟨S1 ×B3⟩)/R maps surjectively to

G := Q[t±1
2 , t±1

3 , t±1
4 ]/

(
(t−q

2 t−p−q
3 t−q−r

4 + 2 t−q
2 t−q−r

3 t−p−q
4 − t−q

2 tp−q−r
3 t−q−r

4 − 2 tp−q−r
2 t−q

3 t−q−r
4 ) = 0

)
.

When we set p = q = r in the 4-term relation (5.8), it becomes

(3 t−q
2 t−2q

3 t−2q
4 − 3 t−q

2 t−q
3 t−2q

4 )[w14, [w13, w12]] = 0,

which gives us t−q
3 = 1 in G (as we are working with rational homotopy groups). We don’t

consider ti = 0 because each of these are invertible. Using t3 = 1 and setting q = r = 0 we

get 1 + 2t−p
4 = 1 + 2tp2 which gives t2 = t−1

4 in G.
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So, at this point we have

π7C4⟨S1 ×B3⟩/R ↠ Q[t±1
2 ]

where 1 ∈ Q = [w14, [w13, w12]]

5.3.1 Relations with three indices

We will now see how there is one more relation we get when including generator (E) into

face p1 = p2. This gives us a relation with 3-indices containing [tp1 ·w12, [t
q
1 ·w14, t

r
2 ·w24]] and

its two cyclic shifts which we then rewrite in terms of [w14, [w13, w12]] (and similarly for the

relations containing [tp1 · w13, [t
q
1 · w14, t

r
3 · w34]] and its two cyclic shifts).

We will use frequently that

[w14, w24] = [w12, w14] = [w24, w12].

First note that from Eq. (5.3), we get that

[tp1 · w12, [t
q
1 · w14, t

r
2 · w24]] = −[tp1 · w12, [t

q
1t

r
2 · w12, t

r
2 · w24]] = 0

This means

[tr2 · w24, [t
p
1 · w12, t

q
1 · w14]] = −[tq1 · w14, [t

r
2 · w24, t

p
1 · w12]] = [tq1 · w14, [t

p
1 · w12, t

r
2 · w24]]

In (5.9) we use [wij, wjk] = [wjk, wki] in the first equality and (5.4) for the second equality

and use results from the end of the previous section to further simplify.
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[tp2 · w24, [t
q
1 · w12, t

q+r
1 · w14]]

= −[tp2 · w24, [t
q
1 · w12, t

r
2 · w24]]

= −(t−q
2 t−p−q

3 t−q−r
4 )[w14, [w13, w12]]− (t−q

2 t−q−r
3 t−p−q

4 )[w13, [w14, w12]]

= −tr2[w14, [w13, w12]]− 2tp2[w14, [w13, w12]]

= −(tr2 + 2tp2)[w14, [w13, w12]]

(5.9)

We also have

[tq+r
1 · w14, [t

q
1 · w12, t

p
2 · w24]]

= [tp2 · w24, [t
q
1 · w12, t

q+r
1 · w14]]

= −(tr2 + 2tp2)[w14, [w13, w12]].

(5.10)

Generator (E) included into face p1 = p2:

[tp1 · w13, [t
q
1 · w13, t

r
1 · w13]] 7→



[tp1 · w14, [t
q
1 · w14, t

r
1 · w14]] +[tp1 · w14, [t

q
1 · w14, t

r
2 · w24]]

+ [tp1 · w14, [t
q
2 · w24, t

r
1 · w14]] +[tp1 · w14, [t

q
2 · w24, t

r
2 · w24]]

+ [tp2 · w24, [t
q
1 · w14, t

r
1 · w14]] +[tp2 · w24, [t

q
1 · w14, t

r
2 · w24]]

+ [tp2 · w24, [t
q
2 · w24, t

r
1 · w14]] +[tp2 · w24, [t

q
2 · w24, t

r
2 · w24]]


The first term is 0 from generator (E) included into p2 = p3 and the last term is 0 from

p1 = ∗. We break up the 4th and 5th terms using the Jacobi relation and use relation

[wij, wjk] = [wjk, wki] repeatedly on all remaining terms to get

[tp1 · w13, [t
q
1 · w13, t

r
1 · w13]] 7→



− [tp1 · w14, [t
q−r
1 · w12, t

r
2 · w24]] +[tp1 · w14, [t

r−q
1 · w12, t

q
2 · w24]]

+ [tq2 · w24, [t
p−r
1 · w12, t

p
1 · w14]] −[tr2 · w24, [t

p−q
1 · w12, t

p
1 · w14]]

+ [tq1 · w14, [t
r−p
1 · w12, t

p
2 · w24]] −[tr1 · w14, [t

q−p
1 · w12, t

p
2 · w24]]

+ [tp2 · w24, [t
q−r
1 · w12, t

q
1 · w14]] −[tp2 · w24, [t

r−q
1 · w12, t

r
1 · w14]]


.
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Using (5.9) and (5.10) will greatly simplify calculations to make the last relation.



(tp−q+r
2 + 2tr2) −(tp+q−r

2 + 2tq2)

−(tr2 + 2tq2) +(tq2 + 2tr2)

−(tp+q−r
2 + 2tp2) +(tr+p−q

2 + 2tp2)

−(tr2 + 2tp2) +(tq2 + 2tp2)


[w14, [w13, w12]]

Thus in G this becomes

2tp−q+r
2 − 2tp+q−r

2 + 2tr2 − 2tq2 = 0

which when we set p = q = 0, we get 4tr2 − 2t−r
2 − 2 = 0 which setting r = 1 is

2t22 − 1− t2 = 0

If we set r = −1, we get

4t−1
2 − 2t12 − 2 = 0 =⇒ 2− t22 − t2 = 0

which if we subtract from the equation we got when setting r = 1, this gives us 3t22 − 3 = 0

which can be plugged back in to 2− t22 − t2 = 0 to get t2 = 1.

and we finally get Theorem 1.0.4 that holds rationally:

π7C4⟨S1 ×B3⟩/R := Q generated by [w12, [w13, w14]]
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10
Q∞ Q∞ Q∞ Q∞ 9

8
Q∞ Q∞ Q∞ 7

6
Q∞ Q∞ 5

4
Q[t±1] Q 3

2
1

−7 −6 −5 −4 −3 −2 −1

Figure 5.1: E1 page for spectral sequence computing Emb∂(I, S
1 ×B3)

5.4 Computations in the Bousfield Kan spectral se-

quence for π∗Emb∂(I,M)

We now turn our attention to the Bousfield Kan spectral sequence for πk(Emb∂(I,M)) which

Sinha constructs in [Sin09] and using which Scannell and Sinha [SS02] compute various

differentials in the case of M = B4. We recall that

E−p,q
1 =

⋂
ker(si) ⊂ πqC

′
p⟨M⟩ and d1 =

∑
(−1)i∂i

We compute d1 in our case of M = S1 × B3 similar to [SS02]. Here, the E1 page has

infinite dimensional cells as shown in Figure 5.1 (by virtue of the π1 action on homotopy

groups of Ck⟨S1 ×B3⟩).

For instance, E−2,5
1 is generated by [tp1·w12, t

q
1·w12] where p > q because this is the only non

zero whitehead product and is also, trivially, in the kernals of all si : π5C2⟨M⟩ → π5C1⟨M⟩.

We also have E−3,5
1 is generated by [tp1 ·w13, t

q
2 ·w23] because any element in the intersection⋂

i ker si : π5C3⟨M⟩ → π5C2⟨M⟩ has to have all three indices involved, so that forgetting any

point sends at least one wij to 0.

We will now compute the ∂i differentials from E−2,5
1 → E−3,5

1 .
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∂0([tp1 · w12, t
q
1 · w12]) = [tp2 · w23, t

q
2 · w23]

∂1([tp1 · w12, t
q
1 · w12]) = [tp1 · w13 + tp2 · w23, t

q
1 · w13 + tq2 · w23]

= +[tp1 · w13, t
q
1 · w13] + [tp2 · w23, t

q
1 · w13]

+ [tp1 · w13, t
q
2 · w23] + [tp2 · w23, t

q
2 · w23]

∂2([tp1 · w12, t
q
1 · w12]) = [tp1 · w12 + tp1 · w13, t

q
1 · w12 + tq1 · w13]

= +[tp1 · w12, t
q
1 · w12] + [tp1 · w12, t

q
1 · w13]

+ [tp1 · w13, t
q
1 · w12] + [tp1 · w13, t

q
1 · w13]

∂3([tp1 · w12, t
q
1 · w12]) = [tp1 · w12, t

q
1 · w12]

When we put these together into d1 =
3∑

i=0

(−1)i∂i, we get

d1([t
p
1 · w12, t

q
1 · w12]) = −[tp2 · w23, t

q
1 · w13]− [tp1 · w13, t

q
2 · w23]

+ [tp1 · w12, t
q
1 · w13] + [tp1 · w13, t

q
1 · w12]

= tq1t
p
2[w13, w23]− tp1t

q
2[w13, w23]

+ t−p
2 t−q

3 [w13, w23] + t−p
3 t−q

2 [w23, w13]

= (tq1t
p
2 − tp1t

q
2 + tq1t

q−p
2 − tp1t

p−q
2 )[w13, w23]

which is precisely the hexagonal relation in Remark 3.5 in [BG21]. This makes E−3,5
2 =

Q[t±1
1 , t±1

2 ]/⟨tp1t
q
2 + tp1t

p−q
2 = tq1t

p
2 + tq1t

q−p
2 ⟩.

We also note that terms we get in the images of ∂i that are not in
⋂

ker si (in π5(C3⟨S1×
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6
Q[t±1

1 , t±1
2 ]/⟨tp1t

q
2 + tp1t

p−q
2 = tq1t

p
2 + tq1t

q−p
2 ⟩ 5

4
Q[t±1]/⟨t0⟩ 3

−7 −6 −5 −4 −3 −2 −1

Figure 5.2: Part of E2 page

B3⟩), like [tp2 · w23, t
q
2 · w23], cancel out in the alternating sum to make a well defined d1 to

E−3,5
1 .

To show E−2,5
2 = 0, we see the kernal of d1 : E

−2,5
1 → E−3,5

1 is trivial (Rather, [tp1 ·w12, t
q
1 ·

w12] − [tq1 · w12, t
p
1 · w12] is in the kernal but is already 0). Hence the E2 page in cells row 5

and lower looks like Figure 5.2.

Because there is no other dr that hits E
−3,5
r and also there is nothing else in the −p+q = 2

diagonal of E−p,q, we can say that rationally,

π2Emb∂(I, S
1 ×B3) ∼= Q[t±1

1 , t±1
2 ]/⟨tp1t

q
2 + tp1t

p−q
2 = tq1t

p
2 + tq1t

q−p
2 ⟩.

In other words, the W3 map in [BG21] is an isomorphism.

The computation of d1 : E
−3,7
1 → E−4,7

1 is more computationally challenging, but most of

the work has been done in Section 5.3 where we computed the images of various generators

under the face inclusions (in the context of cosimplicial spaces here, they will be called coface

maps).

First we must determine E−3,7
1 and E−4,7

1 . E−3,7
1 contains iterated whitehead products of

tαi ·wij where all three indices are present, so [t
p
1·w12, [t

q
1·w12, t

r
1·w13]] and [tp1·w13, [t

q
1·w12, t

r
1·w13]

(and a cyclic shift of each) will be generators. Similarly E−4,7
1 contains iterated whitehead

products of tαi · wij where all four indices are present, so [tp1 · w12, [t
q
1 · w13, t

r
1 · w14]] (and a

cyclic shift) will be generators.
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∂0([tp1 · w12, [t
q
1 · w12, t

r
1 · w13]]) = [tp2 · w23, [t

q
2 · w23, t

r
2 · w24]]

∂1([tp1 · w12, [t
q
1 · w12, t

r
1 · w13]])

= [tp1 · w13 + tp2 · w23, [t
q
1 · w13 + tq2 · w23, t

r
1 · w14 + tr2 · w24]]

= [tp1 · w13, [t
q
1 · w13, t

r
1 · w14]] + [tp2 · w23, [t

q
1 · w13, t

r
1 · w14]]

+ [tp1 · w13, [t
q
2 · w23, t

r
1 · w14]] + [tp2 · w23, [t

q
2 · w23, t

r
1 · w14]]

+ [tp1 · w13, [t
q
1 · w13, t

r
2 · w24]] + [tp2 · w23, [t

q
1 · w13, t

r
2 · w24]]

+ [tp1 · w13, [t
q
2 · w23, t

r
2 · w24]] + [tp2 · w23, [t

q
2 · w23, t

r
2 · w24]]

∂2([tp1 · w12, [t
q
1 · w12, t

r
1 · w13]])

= [tp1 · w12 + tp1 · w13, [t
q
1 · w12 + tq1 · w13, t

r
1 · w14]]

= [tp1 · w12, [t
q
1 · w12, t

r
1 · w14]] + [tp1 · w12, [t

q
1 · w13, t

r
1 · w14]]

+ [tp1 · w13, [t
q
1 · w12, t

r
1 · w14]] + [tp1 · w13, [t

q
1 · w13, t

r
1 · w14]]

∂3([tp1 · w12, [t
q
1 · w12, t

r
1 · w13]])[t

p
1 · w12, [t

q
1 · w12, t

r
1 · w13 + tr1 · w14]]

= [tp1 · w12, [t
q
1 · w12, t

r
1 · w13]] + [tp1 · w12, [t

q
1 · w12, t

r
1 · w14]]

∂4([tp1 · w12, [t
q
1 · w12, t

r
1 · w13]]) = [tp1 · w12, [t

q
1 · w12, t

r
1 · w13]]

When we put these together into d1 =
4∑

i=0

(−1)i∂i, we get
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d1([t
p
1 · w12, [t

q
1 · w12, t

r
1 · w13]])

= −[tp2 · w23, [t
q
1 · w13, t

r
1 · w14]]− [tp1 · w13, [t

q
2 · w23, t

r
2 · w24]]

+[tp1 · w12, [t
q
1 · w13, t

r
1 · w14]] + [tp1 · w13, [t

q
1 · w12, t

r
1 · w14]]

= +[tr1 · w14, [t
p
2 · w23, t

q
1 · w13]] + [tr2 · w24, [t

p
1 · w13, t

q
2 · w23]]

+(t−p
2 t−q

3 t−r
4 )[w12[w13, w14]] + t−q

2 t−p
3 t−r

4 [w13, [w12, w14]]

= +[tr1 · w14, t
p
2t

q
1[w13, w12]] + [tr2 · w24, t

p
1t

q
2[w12, w13]]

+(t−p
2 t−q

3 t−r
4 )[w12[w13, w14]] + t−q

2 t−p
3 t−r

4 [w13, [w12, w14]]

= +tp−q
2 t−q

3 t−r
4 [w14, [w13, w12]] + [tr2 · w24, [t

p−q
1 · w12, t

p
1 · w13]]

+(t−p
2 t−q

3 t−r
4 )[w12[w13, w14]] + t−q

2 t−p
3 t−r

4 [w13, [w12, w14]]

= +tp−q
2 t−q

3 t−r
4 [w14, [w13, w12]]− [tp1 · w13, [t

−r
4 · w24, t

p−q
1 · w12]]

+(t−p
2 t−q

3 t−r
4 )[w12[w13, w14]] + t−q

2 t−p
3 t−r

4 [w13, [w12, w14]]

= +(tp−q
2 t−q

3 t−r
4 )[w14, [w13, w12]]− (tq−p

2 t−p
3 tq−p−r

4 )[w13, [w12, w14]]]

+(t−p
2 t−q

3 t−r
4 )[w12[w13, w14]] + t−q

2 t−p
3 t−r

4 [w13, [w12, w14]]

(5.11)

When we set p = q = r = 0 in (5.11) and set that expression to 0 in E−4,7
1 we get

[w12[w13, w14]] = −[w14, [w13, w12]] = [w14[w12, w13]]

which is the same relation we obtained in (5.7). So we also have

[w13, [w12, w14]] = 2[w12, [w13, w14]]
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This also appears in d1[[w13, w23], w23] in [SS02] for M = B4. Hence (5.11) becomes

(
−tp−q

2 t−q
3 t−r

4 − 2tq−p
2 t−p

3 tq−p−r
4 + t−p

2 t−q
3 t−r

4 + 2t−q
2 t−p

3 t−r
4

)
[w12, [w13, w14]] = 0

Setting p = q = r, we get

0 = −t−p
3 t−p

4 − 2t−p
3 t−p

4 + t−p
2 t−p

3 t−p
4 + 2t−p

2 t−p
3 t−p

4 = −3(t3t4)−p(1− t−p
2 )

This gives us t2 = 1 and setting r = 0 in (5.11) gives us

0 = −t−q
3 − 2t−p

3 tq−p
4 + t−q

3 + 2t−p
3 = −2t−p

3 (tq−p
4 − 1) = 0

which gives us t4 = 1, in addition to t2 = 1 we got previously.

We compute d1([t
p
1 · w13, [t

q
1 · w12, t

r
1 · w12]]) (the cyclic shift of [tp1 · w12, [t

q
1 · w12, t

r
1 · w13]]).

A similar calculation gives us
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d1([t
p
1 · w13, [t

q
1 · w12, t

r
1 · w12]])

= −[tp1 · w14, [t
r
1 · w13, t

r
2 · w23]]− [tp1 · w14, [t

q
2 · w23, t

r
1 · w13]]

−[tp2 · w24, [t
q
1 · w13, t

r
2 · w23]]− [tp2 · w24, [t

q
2 · w23, t

r
1 · w13]]

+[tp1 · w14, [t
q
1 · w12, t

r
1 · w13]] + [tp1 · w14, [t

q
1 · w13, t

r
1 · w12]]

= −[tp1 · w14, t
q
1t

r
2[w12, w13]]− [tp1 · w14, t

q
2t

r
1[w13, w12]]

−[tp2 · w24, t
q
1t

r
2[w12, w13]]− [tp2 · w24, t

q
2t

r
1[w13, w12]]

+t−q
2 t−r

3 t−p
4 [w14, [w12, w13]] + t−r

2 t−q
3 t−p

4 [w14, [w13, w12]]

= −tr−q
2 t−q

3 t−p
4 [w14, [w12, w13]]− tq−r

2 t−r
3 t−p

4 [w14, [w13, w12]]

−tr−q
2 t−q

3 tr−q−p
4 [w24, [w12, w13]]− tq−r

2 t−r
3 tq−r−p

4 [w24, [w13, w12]]

+t−q
2 t−r

3 t−p
4 [w14, [w12, w13]] + t−r

2 t−q
3 t−p

4 [w14, [w13, w12]]

= −tr−q
2 t−q

3 t−p
4 [w14, [w12, w13]]− tq−r

2 t−r
3 t−p

4 [w14, [w13, w12]]

+tr−q
2 t−q

3 tr−q−p
4 [w13, [w12, w14]] + tq−r

2 t−r
3 tq−r−p

4 [w13, [w14, w12]]

+t−q
2 t−r

3 t−p
4 [w14, [w12, w13]] + t−r

2 t−q
3 t−p

4 [w14, [w13, w12]]

= (−t−q
3 + t−r

3 + 2t−q
3 − 2t−r

3 + t−r
3 − t−q

3 )[w12, [w13, w14]]

= 0

(5.12)

We now have to compute and d1([t
p
1 · w13, [t

q
1 · w12, t

r
1 · w13]]), and for its cyclic shift. We

get the following by a similar alternating sum.
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d1([t
p
1 · w13, [t

q
1 · w12, t

r
1 · w13]])

= −[tp1 · w14, [t
q
2 · w23, t

r
2 · w24]]− [tp2 · w24, [t

q
1 · w13, t

r
1 · w14]]

−[tp1 · w13, [t
q
1 · w12, t

r
1 · w14]]− [tp1 · w14, [t

q
1 · w12, t

r
1 · w13]]

= −tp−r
1 t−q

3 t−r
4 [w14, [w23, w24]]− tp−r

2 t−q
3 t−r

4 [w24, [w13, w14]

−t−q
2 t−p

3 t−r
4 [w13, [w12, w14]]− t−q

2 t−r
3 t−p

4 [w14, [w12, w13]]

= +tp−r
1 t−q

3 t−r
4 [w23, [w24, w14]] + tp−r

2 t−q
3 t−r

4 [w13, [w14, w24]

−(2t−p
3 + t−r

3 )[w14, [w12, w13]]

= +tp−r
1 t−q

3 t−r
4 [w23, [w14, w12]] + tp−r

2 t−q
3 t−r

4 [w13, [w12, w14]

−(2t−p
3 + t−r

3 )[w12, [w13, w14]]

= −tp−r
1 t−q

3 t−r
4 [w14, [w12, w23]] + (2t−q

3 − 2t−p
3 − t−r

3 )[w12, [w13, w14]]

= −[t−p
4 w14, [t

r−q−p
3 w13, t

r−p
2 w12]] + (2t−q

3 − 2t−p
3 − t−r

3 )[w12, [w13, w14]]

= (tr−q−p
3 + 2t−q

3 − 2t−p
3 − t−r

3 )[w12, [w13, w14]]

When we set q = −1 and p = r = 0, we get 3t13 − 3 = 0 giving us t3 = 1.

Similar to the cyclic shift of [tp1 · w12, [t
q
1 · w12, t

r
1 · w13]], we can show d1([t

p
1 · w12, [t

q
1 ·

w13, t
r
1 · w13]]) equals 0. Thus we have reduced E−4,7/im d1 to Q, where 1 ∈ Q corresponds

to [w12, [w13, w14]]. Thus the E2 page only has E−4,7
2 = Q on the −p+ q = 3 diagonal which

proves Theorem 1.0.5.
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Chapter 6

Strategies for Showing G(p, q, r) is

Nontrivial

6.1 Detecting whitehead products: Linking numbers

and Hopf invariants

Whitehead products [f, g] : Sn+m−1 → X factor as Sn+m−1 → Sn ∨ Sm f ∨ g−−−→ X where the

first map is the whitehead product of inclusions of Sn and Sm into their wedge. We denote

that map ϕ : Sn+m−1 → Sn ∨ Sm. If a ∈ Sn, b ∈ Sm are non wedge points, then ϕ−1(a) and

ϕ−1(b) are homeomorphic to Sm−1 and Sn−1 that are linked as a generalized Hopf link. We

can use this idea to define an invariant of homotopy classes of maps f : Sn+m−1 → Sn ∨ Sm

as the linking number between f−1(a) and f−1(b).

Sinha and Walter in [SW13] describe a theory of Hopf invariants to detect homotopy

groups. We describe here that theory applied to the special case above (See [SW13, Example

1.9]). Suppose A and B are disjoint submanifolds of a manifold X with co-dimensions dA and

dB respectively, and we want to create a homotopy invariant of a map f : SdA+dB−1 → X.

Let ωA (and similarly ωB) denote a representative of a dA dimensional Thom cochain dual

to A (dual in the sense of the cap product). Then the linking number of f−1(A) and f−1(B)
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Figure 6.1: Depiction of linking with correction from [SW13]

in S(dA+dB−1) is the same as an evaluation of a certain top dimensional cohomology class on

[S(dA+dB−1)]. The invariant turns out to be:

∫
S(dA+dB−1)

(d−1f ∗ωA ∧ f ∗ωB)

where d−1ω picks out some representative of Hdim(ω)−1(·) that the coboundary d maps to

the cochain ω. This would also be equal to
∫

S(dA+dB−1)

(f ∗ωA ∧ d−1f ∗ωB). The analogy is that

linking number between X0, X1 ∈ X is the intersection number of Xi with a manifold that

bounds X(1−i).

Now if A and B intersect, then they describe a generalized linking invariant with correc-

tion to be

∫
Sn

(d−1f ∗ωA ∧ f ∗ωB)± f ∗ω(A∩B)

where ω(A∩B) is the Thom co-chain for A∩B. This allows us to detect a homotopy class

of f that may have representatives that have intersections between f−1(A) and f−1(B), but

we we keep track of those intersection points with sign. This is best described in [SW13,

Figure 2] which is copied here as Figure 6.1 for convenience.

Now we will describe Budney and Gabai’s linking invariant to detect elements of

π5C3⟨S1 × B3⟩ induced by G(p, q). Let C̃k(S
1 × B3) denote the universal covering space of

Ck⟨S1 × B3⟩ that is seen as a subset of Ck(R× B3) where each point has Z orbits. [BG21]

define tαCoji ⊂ Ck⟨S1 × B3⟩ to be the subspace of points (p1, p2, · · · pk) such that tαpj − pi
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in C̃k(S
1 × B3) is parallel to a chosen vector ζ. (Here tαpj denotes the endpoint of the lift

of the loop α based at pj). These tαCoji detect t
α
j wij.

Let A be tpCo31 and B be tqCo32. A detects tp1w13 and B detects tq2w23 (see [BG21, Figure

9]). Let lk(A,B) denote the linking number between (G(p, q))−1(A) and (G(p, q))−1(B). If

A and B didn’t intersect, lk(A,B) would be the coefficient of tp1t
q
2[w13, w23] that G(p, q) maps

to, however A and B do intersect. They make an appropriate correction to account for this

intersection. Let C = tp−qCo21 and D = tq−pCo12. They show that lk(A − D,B − C) is an

invariant that detects the coefficient of tp1t
q
2[w13, w23]. In the next section (Section 6.2), we

show using ideas from [SW13] how the sum/difference of linking numbers of preimages of

cohorizontal manifolds that Budney and Gabai use to detect [tp1w13, t
q
2w23] is an invariant.

This is essentially proved in [SW13, Section 3.3].

In the case of iterated Whitehead products (a focus of this thesis): ϕ : S7 → (S3
a∨S3

b )∨S3
c ,

factors as S7 ϕ1−→ S5
p ∨ S3

c

ϕ2−→ (S3
a ∨ S3

b ) ∨ S3
c . For points a ∈ S3

a, b ∈ S3
b , c ∈ S3

c , we

will have ϕ−1(c) = S4, and ϕ−1
1 (p) = S2. Inside S5

p , we have ϕ−1
2 (a) = ϕ−1

2 (b) = S2. So,

ϕ−1(a) = ϕ−1(b) = ϕ−1
1 (p)×ϕ−1

2 (b) = S2×S2. So, to detect [[w14, w24], w34], we should expect

the submanifolds that detect w14 and w24 would have preimages S2×S2 under G(0, 0, 0) and

the submanifold that detects w34 has preimage S4 arranged in a triple linked configuration

depicted schematically in Figure 6.2.

Co4i detects wi4 for i = 1, 2, 3. However, these submanifolds intersect each other, further-

more, in its current state, G(0, 0, 0) intersects Co4i at these mutual intersections. One way

to show directly that G(0, 0, 0) 7→ ±[[w14, w24], w34] would be to deform it to a map similar

to the one in [BG21, Definition 12.16] where the blue chords are only seen when p1 ∈ I1

(and similarly for the green and orange chords). Another approach could be creating a well

defined linking invariant using ideas that we describe in Section 6.2.
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S4

B7

S2 x S2 

S2 x S2 

Figure 6.2: Schematic picture for linking in S7 that detects [[w14, w24], w34]

6.2 Showing the cohorizontal intersection number is an

invariant

Recall that A = tpCo31, B = tqCo32, C = tp−qCo21 and D = tq−pCo12. We see A ∩ B =

(p1, p2, p3) such that (tpp3− p1) is parallel to (tqp3− p2) and both are parallel to ζ. So either

(p3, t
−pp1, t

−qp2) are collinear along ζ (in that order) or (p3, t
−qp2, t

−pp1) are collinear along

ζ. We have C ∩D = ϕ, A∩D consists of points (p3, t
−pp1, t

−qp2) along ζ and B ∩C consists

of points (p3, t
−qp2, t

−pp1) along ζ in those orders.

Hence (A ∩ B) ∪ (C ∩ D) = (A ∩ C) ∪ (B ∩ D). As long as the map we are detecting

does not intersect A,B,C,D in any of their mutual intersections, this allows us to define an

invariant as follows. We calculate the invariant as the linking number between the preimages

of A− C and B −D. In other words, we add lk(A,B) and lk(C,D) and subtract lk(A,D)

and lk(B,C). One intuition for why this is an invariant is because lk(A,B) detects the

coefficient of tp1t
q
2[w13, w23], while −lk(A,D) detects −[tp1w13, t

q−p
2 w12] and −lk(C,B) detects

−[tp−q
1 w12, t

q
2w23] which are all homotopic Whitehead products. (The pair (C,D) also detects

a whitehead product but that one is 0).

We use ideas from [SW13] to show that any submanifolds A,B,C,D such that (A∩B)∪

97



(C ∩D) = (A ∩ C) ∪ (B ∩D) creates such an invariant. Recall that

∫
Sn

(d−1f ∗ωA ∧ f ∗ωB)± f ∗ω(A∩B)

is an invariant. However, if we add/subtract the linking numbers in the Budney-Gabai

invariant, the second term cancels out and we are left with

+

∫
Sn

d−1f ∗(ωA) ∧ f ∗(ωB)−
∫
Sn

d−1f ∗(ωA) ∧ f ∗(ωD)

+

∫
Sn

d−1f ∗(ωC) ∧ f ∗(ωD)−
∫
Sn

d−1f ∗(ωC) ∧ f ∗(ωB)

which would simply find the linking number (by geometry) of the preimages of the pair

(A − C,B − D). This would then be a homotopy invariant even though A,B,C,D have

pairwise intersections.

In [BG21], they proved this is an invariant by constructing a cobordism between certain

collinear manifolds to the above mentioned sum/difference of cohorizontal manifolds. The

alternative proof (nearly identical to [SW13, Section 3.3]) presented here can hopefully be

generalized to detect elements of π3Emb∂(I,M) like G(p, q, r). We would need to find what

combination of Coji manifolds would cancel out intersections to make a well defined gener-

alized linking invariant. Furthermore, we would have to understand better how to compute

the correction terms given that we would have 3 intersecting 4-dimensional manifolds (with

possibly many components) in S7.

98



Chapter 7

Future Goals

We describe here some future ambitions of this research project.

7.1 Further computations in the spectral sequence for

π∗Emb∂(I,M)

We have computed differentials in the spectral sequence from Section 2.5. We would like to

be able to compute higher homotopy groups and potentially have a general result for the

homotopy groups of Emb∂(I, S
1 ×B3).

Another curious fact is that E−4,7
1 /ker(d1(E

−3,7
1 )) is isomorphic to π7(C4⟨S1 × B3⟩)/R

where R is the images of the 5 possible face inclusions. The generators and relations of

the former are a strict subset of the generators and relations of the latter. However in

both situations of π7C4⟨S1 × B3⟩/R and π5C3⟨S1 × B3⟩, they have been isomorphic to

the corresponding groups from the spectral sequence. It is plausible this holds for higher

dimensional groups π2n−1Cn⟨S1 ×B3⟩/R.
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7.2 Showing G(0, 0, 0) generates π3Emb∂(I, S
1 ×B3)

The immediate next step of this thesis would be to show that G(0, 0, 0) is the (rational)

generator of Emb∂(I, S
1 × B3). Some strategies and challenges to this were described in

Chapter 6.

7.3 Develop linking/intersection invariants to detect

elements of π2n+1Cn

We would like to create well defined linking invariants to detect higher degree iterated white-

head products like [[A1, [A2, [· · ·Am1 ]] · · · ]], [Am1+1, · · ·Am2 ] · · · ].

7.4 Generalizing G(p, q) to higher dimensions

We constructed G(p, q, r) by “smashing” a null homotopic map (orange & blue chords)

S2 → Emb∂(I,M) and a null homotopic map (green chords) S1 → Emb∂(I,M).

We can generalize this to construct maps S4 → Emb∂(I,M) by using 2 different null

homotopic maps S2 → Emb∂(I,M) or a map S1 → Emb∂(I,M) smashed with a map S3 →

Emb∂(I,M). (We could expect some relations between these two constructions given that

[A, [B, [C,D]]] + [B, [[C,D], A]] + [[C,D], [A,B]] = 0 on the Whitehead product side). We

can further generalize these to higher homotopy groups of Emb∂(I,M) and the question to

ask would be if these are the generators of those groups.

7.5 E(p, q, r)

We can somewhat generalize the construction of E(p, q) from [BG21] to a map (I3, ∂I3) →

(Emb∂(I,M), γ) as shown in Figure 7.1. This does not appear to be a linear combination of

G(p, q, r) unlike E(p, q) which equals −G(−q, p) + G(p,−q). However, this element is also
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Figure 7.1: E(p, q, r) construction
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null homotopic in T3Emb∂(I,M) by a similar but simpler argument as we did for G(p, q, r)

in Chapter 4 (because it only requires transitions between undo and backtrack homotopies),

but it remains to be seen if this is non trivial in π3Emb∂(I,M).

Other properties of the equivalence classes (for analogues, see Lemma 2.24, Prop 2.28

in [BG21]) of E(p, q, r) like independence of end homotopies, multilinearity (up to certain

restrictions) also hold.
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